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Outline  

1. Deep ocean mixing 

2. Finescale parameterizations: why are they useful, how do they 
work, what are the limits 

3. What can we learn from finescale parameterizations? (local 
processes, global distributions/budgets)

4. Insights from existing data: temporal + spatial variability; 
(North Atlantic, South Atlantic, etc) 

5. Outlook: what might be possible in the future?
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Energy cycle in the 
(deep) ocean

(Ferrari & Wunsch, 2009)

12 Ferrari and Wunsch
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Figure 1: Revised and corrected schematic of energy reservoirs, energy transfer routes,

and power transfers of the oceanic general circulation.
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• Schematic of upper & lower cell of the global MOC 

REVIEW ARTICLE NATURE GEOSCIENCE DOI: 10.1038/NGEO1391
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Figure 1 |A schematic diagram of the Upper Cell and Lower Cell of the global MOC emanating from, respectively, northern and southern polar seas. The
zonally averaged oxygen distribution is superimposed, yellows indicating low values and hence older water, and purples indicating high values and hence
recently ventilated water. The density surface 27.6 kg m�3 is the rough divide between the two cells (neutral density is plotted). The jagged thin black line
indicates roughly the depth of the Mid-Atlantic Ridge and the Scotia Ridge (just downstream of Drake Passage) in the Southern Ocean (see Fig. 2).
Low-latitude, wind-driven shallow cells are not indicated. General patterns of air–sea surface density (equivalent buoyancy) flux, B (red or blue indicating
that surface waters are being made less or more dense, respectively; broad pattern of zonal surface wind stress, ⌧, �: eastward; ⌦, westward). Coloured
arrows schematically indicate the relative density of water masses: lighter mode and thermocline waters (red), upper deep waters (yellow), deep waters
including NADW (green) and bottom waters (blue). Mixing processes associated with topography are indicated by the vertical squiggly arrows. This
schematic is a highly simplified representation of a three-dimensional flow illustrated more completely in Box 1.

exchanges with other basins through descriptions of water-mass
distributions17–19 and major fronts20–22.

More recently, inversemethods have been used to provide basin-
scale estimates of mass and property transport by exploiting basic
conservation principles applied over boxes, such as those delineated
by the hydrographic sections shown in Fig. 2a, and assumptions
about the statistics of property distribution23–25. Zonal average esti-
mates have also been deduced from air–sea fluxes26 and from obser-
vations of surfacewinds and surface currents,making use of residual
mean theory27,28. Tracer observations have been exploited in greater
detail to determine the explicit dependence of Southern Ocean
overturning onmixing coefficients29, generally showing that low di-
apycnal mixing is consistent with plausible circulation patterns and
strengths. Many details are uncertain as data are relatively sparse,
the circulation is not well known close to the continent within the
ice pack30, and the air–sea fluxes that force the ocean remain poorly
constrained by observations and models. Nevertheless, certain
robust features of the circulation emerge, as we nowdescribe.

The inversion of Lumpkin and Speer25 (see Fig. 3) shows that
two global scale counter-rotating meridional cells dominate the
overturning circulation and represent distinct circulation regimes,
much as schematized in Fig. 1. The upper cell is fed both from
the northern Atlantic, where buoyancy loss triggers convection
and sinking in the marginal seas (forming various components of
NADW) and also from below by deep diapycnal upwelling. The
convergence of flow at intermediate depths is roughly balanced by
upwelling in the Southern Ocean, induced by the strong, persistent
westerly winds that blow over it (Fig. 4a). Surface buoyancy fluxes
associated with fresh water and heat gain31,32 (Fig. 4b), convert
upwelling water to less dense SubantarcticModeWater. In contrast,
the lower cell is fed by dense-water formation processes around
Antarctica, principally in the Ross and Weddell seas, forming
Antarctic Bottom Water; it is the result of a balance between
buoyancy loss by air–sea fluxes (Fig. 4b) and sea-ice export (Fig. 4c)
around Antarctica and buoyancy gain by abyssal mixing. Only
the overall transports are represented in Fig. 3; the inversion is
independent of the detailed mechanisms that control the fluxes of
mass into and out of upwelling or sinking regions.

The 27.6 kgm�3 density surface, outcropping south of the polar
front all the way around Antarctica (see the white line in Fig. 4a,b),

marks the average division between the upper and lower cells
in the Southern Ocean, as indicated in the schematic in Fig. 1
and the dotted line in Fig. 3b. Water crossing ⇠30� S in the
Atlantic roughly in the range of 27–27.6 kgm�3 enters the Southern
Ocean and rises up to the surface where it is exposed to surface
buoyancy gain (Fig. 4b) and northward Ekman transport induced
by the westerly winds: see the zonal wind stress in Fig. 4a and
the consistently northward (Ekman) component of the surface
currents driven by it evident in Fig. 2a.Waters entering the Southern
Ocean from theAtlantic at densities greater than 27.6 kgm�3 upwell
and outcrop near the Antarctic continent and are transformed
into dense bottom water. About 75% of NADW enters the lower
cell and is transformed to even denser bottom-water classes.
Some becomes Antarctic Bottom Water. The remainder enters
the Indian and Pacific oceans as Circumpolar Deep Water where
abyssal mixing transforms it to lighter water (⇠< 27.6 kgm�3). It
then re-enters the upper cell returning again southwards and
upwards to the surface.

Is the return flow to the surface in the Southern Ocean enabled
by interior mixing? Note that the abyssal ocean is stratified, albeit
weakly so, and thus interior mixing must be acting here to vertically
diffuse properties that are initially set by high-latitude processes
and carried into the abyss by sinking fluid5. Such mixing is thought
to occur primarily near topographic ridges, the tops of which are
marked in Figs 1 and 3. This fundamentally diabatic part of the
overturning circulation facilitates upward transfer of water in the
lower cell tomid-depths in theworld ocean basins (the blue to green
transition in Fig. 1). Once water reaches mid-depths, however,
the outcropping density field of the Southern Ocean provides a
quasi-adiabatic route directly to the surface (green–yellow–orange
in Fig. 1), feeding both the upper and lower cells of theMOC. Some
inverse calculations indicate that important diabatic processes are
at work even here in the upper cell23. A measure of mixing
is indeed acting on the upwelling branch (note the gentle drift
of the southward flow towards lighter densities in Fig. 3 above
topography).However, it is generally thought that diapycnalmixing
rates in the thermocline are small9,25. Notably, upwelling from
depth directly through the thermocline, enabled by elevated levels
of diapycnal mixing, is not observed.We now review what is known
about the dynamical processes at work in the upwelling branch.

172 NATURE GEOSCIENCE | VOL 5 | MARCH 2012 | www.nature.com/naturegeoscience

(Marshall & Speer, 2012)

Overturning, bathymetry, and mixing
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Processes in the vertical wave number/frequency domain

ð
Tr dp5P52q!1B; (11)

where (4) has been used and the integration is carried out to the boundaries of the wave breaking process
(8). Expression (11) encapsulates the basic concept underpinning finescale parameterizations: that the rate
of turbulent dissipation and the turbulent buoyancy flux occurring at small scales can be inferred from
knowledge of the nonlinear energy transfers in the internal wavefield at intermediate scales. We now dis-
cuss the next building block of finescale parameterizations, which concerns how Tr may be represented in
terms of easily measurable variables and the approximations implicit in that representation.

2.3.2. Dynamics
While the focus is on the energetics of mixing, the dynamics of conservative wave propagation concerns
action N , defined as N5E=x. Here theoretical estimates of a net downscale transport of action are avail-
able from a number of sources.

The first source is a general paradigm of weakly interacting dispersive waves in continuous media referred
to as wave turbulence [Zakharov et al., 1992; Nazarenko, 2011]. One of the corner stones of wave turbulence
is the development of kinetic equations quantifying the spectral energy transfer associated with resonant
wave interactions for statistically homogeneous systems. In this approach, energy exchange occurs
between three waves which are each solutions to the linear problem, see M€uller et al. [1986] and Polzin and
Lvov [2011] for discussion of the internal wave problem.

This first principles approach, though, has issues. First, numerical evaluations of the internal wave kinetic
equation [Polzin and Lvov, 2011] reveal an O(1) evolution of the spectrum on time scales of a wave period,
contradicting any notion of weak nonlinearity. Second, this approach predicts no transfer of energy to
smaller vertical scales at high frequency for what is the ‘‘universal’’ Garrett and Munk vertical wave number
spectrum, contradicting the common acceptance that the ‘‘universal’’ spectrum defines background mixing
rates. Third, for vertical wave number spectra that deviate from the ‘‘universal’’ model, the absence of
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Figure 1. A map of dynamical processes in the vertical wave number—frequency domain. Red colors represent sources associated with
wave mean effects, green nonlinear transfers, and blue sinks associated with shear instability and wave breaking. Arrows denote the domi-
nant direction of energy transfer. Nonlinear transfers in the frequency domain are uncertain. Wind forcing and barotropic tidal conversion
are regarded here as boundary conditions on the radiation balance equation. The ellipses depict the range of overturning scales for GM,ffiffiffiffiffi

10
p

and 10 times GM finescale spectral levels. The range of vertical scales for the most robust application of finescale parameterizations
(FP), shear instability (SI), and Thorpe-scale (OT) parameterizations of turbulent dissipation are indicated for the GM spectral level, as are
the nominal scalings of !; LT ; Lo , and Lk upon mc, f, and N.

Journal of Geophysical Research: Oceans 10.1002/2013JC008979
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(Polzin et al., 2014)

Parameterizations: 

FP: Finescale; SI: Shear Instability; OT: Thorpe scale/Overturn
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(Osborn, 1980)

Mixing/Diapycnal diffusivity Kρ:
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Mixing observations  

1. Integral: Tracer spreading (e.g. SF6)

2. Direct: Microstructure measurements of temperature & 
velocity fluctuations

3. Parametric: 

a. Inversions in temperature or density (overturn method)

b. Finestructure variance of velocity shear and density strain 
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Mixing over rough topography, microstructure

low-intensity microstructure. Turbulent dif-
fusivity values for the central Brazil Basin
were about 0.1 � 10⇤4 m2 s⇤1. We ob-
served just a slight enhancement in the
mixing over the rise within 100 m of the
bottom, most likely a result of boundary
layer turbulence. These small dissipation
estimates were surprising in that a bottom-
intensified deep western boundary current
flows above the rise (albeit at speeds of only
about 2 cm s⇤1) that has been implicated in
mixing Brazil Basin waters (13). In contrast,
turbulent dissipation rates were elevated
one to two orders of magnitude above the
rough flanks of the MAR, particularly with-
in 300 m of the bottom.

We repeatedly sampled one spur of the
MAR with the HRP between 3 and 20
February, 1996, a period encompassing both
spring and neap tides. Turbulent diffusivity

values in this region were consistently
greater than 10⇤4 m2 s⇤1 within 300 m of
the bottom; within 150 m, some values
exceeded 10⇤3 m2 s⇤1 (Fig. 3). This region
of rough topography was chosen as the trac-
er release site. Approximately 110 kg of SF6
was released during an 8-day period on a
density surface at about 4010 m depth near
21°40⇧S, 18°25⇧W (Fig. 1) (14). The initial
root-mean-square vertical spread of the
tracer relative to the target density surface,
resulting from shifts in sensor calibration
between tows, was about 9 m. Tracer con-
centration broadened in the 11 days after
injection (Fig. 4). Application of a diffusion
model (15) returned a diapycnal diffusivity
value of 0.5 � 10⇤4 ⇥ 0.5 � 10⇤4 m2 s⇤1.
On the basis of the 39 HRP stations made
in this region, we estimate that K between
3960 and 4060 m was 0.3 � 10⇤4 to 0.6 �

10⇤4 m2 s⇤1 (95% confidence bounds). Al-
though a K value close to zero cannot be
ruled out by the tracer data, the best esti-
mate is consistent with those from the
HRP.

The microstructure data show that mix-
ing was enhanced throughout much of the
water column in regions with rough topog-
raphy. Turbulence supported directly by
bottom stress is limited to boundary layers
that are typically only tens of meters high.
That mixing occurs remote from the bot-
tom implicates wave processes that can
transport energy up from the bottom.
Steady and time-dependent bottom cur-
rents flowing over undulating bathymetry
can generate internal waves that propagate
up into the water column (16). Subsequent
instability and breaking of such waves
would provide an energy source for the tur-
bulent mixing. Consistent with this idea,
enhanced fine-scale shear and strain (17)
were observed above rough bathymetry. We
propose that the energy source for the inter-
nal waves supporting the mixing near the
MAR is the barotropic tides impinging on
the rough bathymetry of the ridge. (Mean

Fig. 1. Distribution of HRP
stations (triangles) in the Bra-
zil Basin of the South Atlantic
Ocean. Isobaths greater than
2000-m depth are depicted
with a contour interval of
1000 m. The expanded scale
plot to right shows the ship
tracks during injection of the
SF6 tracer (solid lines). The
dashed lines mark the sam-
pling tracks of the initial trac-
er survey.
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Finescale parameterizations of mixing - why 

waves. Here, power input from the winds is computed as
t ! u, where t is the wind stress from NOGAPS winds
and u is the high-pass-filtered sea surface velocity from
the GOLD simulation (Simmons and Alford 2012).
Wind power input is strongest near midlatitude storm
tracks (Fig. 2b). In the model used here, the total global
power input from the winds to near-inertial lowmodes is
0.3 TW between 608N and 608S (with a factor of 2 un-
certainty associated with this calculation) at the lower
end of previous estimates.
Though the estimated total magnitude of power input

from both wind- and tide-generated internal waves has
considerable range in the literature, the patterns for
both are fairly consistent between different estimates.
These patterns will be compared with the observed
distribution of turbulent dissipation below. The sum of
the expected source terms (winds and tides; Fig. 2c) is
used to investigate how the spatial patterns of internal
wave energy sources relate to the spatial variability of
mixing observed.

d. Comparison of power input to observed integrated
dissipation rates

In a steady ocean, energy conversion describing the
total internal wave dissipation D(x) is

D(x)5 S(x)2$ ! F(x) , (4)

where S(x) is the internal wave generation source term
(from winds and tides), and $ ! F(x) is the internal wave
energy–flux divergence (M€uller and Olbers 1975; Polzin
2004a).
The total dissipation rate in the water column D(x)

includes both the depth-integrated turbulent kinetic
energy dissipation rate !total and buoyancy flux JB:

D(x)5 !total 1 JB , (5)

5
!

(12G)
. (6)

FIG. 1. Depth-averaged diffusivity K from (a) the upper ocean (from MLD to 1000-m depth) and (b) the full water column. The
background diffusivitymap in (a) comes from the strain-based inferences of diffusivity fromArgo floats (Whalen et al. 2012). (c) Compiled
observations of mixing measurements with blue and green squares and diamonds denoting microstructure measurements. Green rep-
resents full-depth profiles, while blue denotes microstructure profiles. Purple circles represent inferred diffusivity from a finescale pa-
rameterization using LADCP/CTD profiles [dark purple, Kunze et al. (2006); medium purple, Huussen et al. (2012)] andHDSS shipboard
shear (light orange). Dark orange circles are diffusivities from density overturns in moored profiles.
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(Waterhouse et al., 2014)

Shear: (Lowered) Acoustic Doppler Current 
ProfilerDCP; strain: CTD
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Finescale parameterizations of mixing - why 

(Waterhouse et al., 2014)

Fig. 1. Depth-averaged di↵usivity, K from (a) the upper ocean (MLD to 1000-m depth) and
(b) the full-water column. The background di↵usivity map in (a) comes from the strain-based
inferences of di↵usivity from Argo floats (Whalen et al. 2012). (c) Compiled observations of
mixing measurements with blue and green squares denoting microstructure measurements.
Green represents full-depth profiles while blue denotes microstructure profiles. Purple circles
represent inferred di↵usivity from a finescale parameterization using LADCP/CTD profiles
(dark purple, Kunze et al. 2006; medium purple, Huussen et al. 2012) and HDSS-shipboard
shear (light orange). Dark orange circles are di↵usivities from density overturns in moored
profiles.

41

• Large data sets with good (better) spatial & temporal resolution

Friday, April 24, 15



• Breaking internal waves generate 
overturns visible as instabilities in 
density/temperature profiles

• Size of overturns is proxy for strength 
of turbulence

• Dissipation ε can be estimated from 
density/temperature displacements

Thorpe scale (Overturn) method

Author's personal copy
ARTICLE IN PRESS

Using this d, an intermediate profile is constructed, where the
consecutive points differ by whole-number multiples of d. If the
difference between two points in the original profile is smaller
than d, they are considered the same, i.e. the vertical gradient
vanishes in the intermediate profile.

While density is the physically relevant quantity when examin-
ing stability, there are two main drawbacks regarding the use of
density profiles for the detection of overturns: Firstly, mismatched
temperature and salinity sensors can cause spikes in the density
profile, resulting in spurious overturns. Secondly, the relatively high
noise level in density either leads to the interpretation of instrument
noise as overturns, or compels the implementation of a vigorous
noise rejection criterium, that obscures the signals of smaller
overturns. The use of potential temperature instead of density
profiles (as in Thorpe’s original work) is an obvious remedy for both
of these problems, since temperature has a better signal-to-noise
ratio than density. However, applied in seawater, it requires a linear
T/S relation, as so not to interpret horizontal temperature intrusions,
which are salinity compensated, as density inversions. The T/S
relationship in the region surveyed here is rather tight (Fig. 9a, cf.
Fig. 3b) because of the limited horizontal and vertical extend of the
area, thus it is warranted to use the temperature profiles for
estimating dissipation rates.

The processing of the 1 dbar bin averaged potential tempera-
ture data to obtain Thorpe scales is implemented here closely
following Ferron et al. (1998), and illustrated in Fig. 9: An
intermediate temperature profile is constructed using a noise
threshold of dT ¼ 0:001 3C to avoid that instrument noise is
wrongly interpreted as a real overturn. The noise threshold was
chosen based on the inspection of quiet data during a slow
instrument tow at a fixed depth ð # 2700 mÞ, which exhibited a
noise level of 3 %10&4 1C, that corresponds to the instruments’
resolution. The intermediate profile is then sorted (Fig. 9a); when
temperature inversions are encountered, the displacement of a
water parcel is given by the difference in depth in the unsorted
and sorted profiles Ts : d0 ¼ zðTÞ&zðTsÞ. The Thorpe scale LT is the
root-mean-square of all displacements within a turbulent patch,

defined as a vertical interval within the displacements sum to
zero (Fig. 9b).

Based on the relation between the Thorpe and the buoyancy
length scale LO ¼ ðeN3Þ1=2, the instantaneous dissipation rate for a
single patch is then

ei ¼ a2L2
T N3, ð1Þ

where N is the buoyancy frequency, calculated as N2 ¼
&ðg=rÞ@r=@z using the sorted local potential density, which is
subsequently averaged within the overturn (Fig. 9c). The
coefficient a is close to unity for oceanic environments (e.g.
Dillon, 1982; Ferron et al., 1998). To get vertical profiles of the
mean dissipation rate, all ei are averaged into 50 m bins, with ei

set to zero where no overturn was detected (Fig. 9d). The
turbulent diffusivity Kr is then given by

Krr0:2
e

N2
0

ð2Þ

(Osborn, 1980), where the buoyancy frequency N0 is the average
over all profiles for each depth bin.

For the computation of the profiles of dissipation and
diffusivity, identical procedures have been applied to the tow-yo
casts and to the regular CTD casts; this is legitimated by the fact
that the physical aspect ratio of the towed casts is (due to the very
low tow velocity of less than one knot) quite small: it ranges from
less than 2:1 (780:450 m) for tow 1265, comprising five down-
casts, to 6.5:1 (2930:450 m) for tow 103 with 11 downcasts. The
resulting tilt of the instrument path is less than 151 to the vertical
and comparable to tilts in single-cast CTD profiles in the presence
of typical ocean currents.

The results of the Thorpe scale analysis are sensitive to the
choice of the noise threshold. A value too small would result into
interpreting instrument noise as ocean turbulence, a too large
threshold would suppress the detection of real overturns. Our
value of 0.001 1C was chosen conservatively, well above the
instrument noise, which may result in loosing a number of
smaller overturns; however, the resulting estimates of dissipation
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Fig. 9. Example (Meteor 62/5, cast 1214) of the calculation of dissipation rate from temperature profiles using Thorpe scales. (a) 1 dbar temperature (black), and salinity
(gray) profile. Also shown (dashed) is the intermediate (sorted) temperature profile following the method described by Ferron et al. (1998). (b) Thorpe displacements d0 ,
calculated from the original (solid) and intermediate (dashed) profile. Vertical extend of inversions and corresponding Thorpe scale is indicated by the gray rectangles.
(c) Buoyancy frequency N2; vertical lines denote the average N2 for the patches marked in (b). (d) Resulting instantaneous dissipation rate ei for each patch.

M. Walter et al. / Deep-Sea Research I 57 (2010) 931–945 939

Walter et al., 2010

Friday, April 24, 15



• Breaking internal waves generate 
overturns visible as instabilities in 
density/temperature profiles

• Size of overturns is proxy for strength 
of turbulence

• Dissipation ε can be estimated from 
density/temperature displacements

Thorpe scale (Overturn) method

Author's personal copy
ARTICLE IN PRESS

Using this d, an intermediate profile is constructed, where the
consecutive points differ by whole-number multiples of d. If the
difference between two points in the original profile is smaller
than d, they are considered the same, i.e. the vertical gradient
vanishes in the intermediate profile.

While density is the physically relevant quantity when examin-
ing stability, there are two main drawbacks regarding the use of
density profiles for the detection of overturns: Firstly, mismatched
temperature and salinity sensors can cause spikes in the density
profile, resulting in spurious overturns. Secondly, the relatively high
noise level in density either leads to the interpretation of instrument
noise as overturns, or compels the implementation of a vigorous
noise rejection criterium, that obscures the signals of smaller
overturns. The use of potential temperature instead of density
profiles (as in Thorpe’s original work) is an obvious remedy for both
of these problems, since temperature has a better signal-to-noise
ratio than density. However, applied in seawater, it requires a linear
T/S relation, as so not to interpret horizontal temperature intrusions,
which are salinity compensated, as density inversions. The T/S
relationship in the region surveyed here is rather tight (Fig. 9a, cf.
Fig. 3b) because of the limited horizontal and vertical extend of the
area, thus it is warranted to use the temperature profiles for
estimating dissipation rates.

The processing of the 1 dbar bin averaged potential tempera-
ture data to obtain Thorpe scales is implemented here closely
following Ferron et al. (1998), and illustrated in Fig. 9: An
intermediate temperature profile is constructed using a noise
threshold of dT ¼ 0:001 3C to avoid that instrument noise is
wrongly interpreted as a real overturn. The noise threshold was
chosen based on the inspection of quiet data during a slow
instrument tow at a fixed depth ð # 2700 mÞ, which exhibited a
noise level of 3 %10&4 1C, that corresponds to the instruments’
resolution. The intermediate profile is then sorted (Fig. 9a); when
temperature inversions are encountered, the displacement of a
water parcel is given by the difference in depth in the unsorted
and sorted profiles Ts : d0 ¼ zðTÞ&zðTsÞ. The Thorpe scale LT is the
root-mean-square of all displacements within a turbulent patch,

defined as a vertical interval within the displacements sum to
zero (Fig. 9b).

Based on the relation between the Thorpe and the buoyancy
length scale LO ¼ ðeN3Þ1=2, the instantaneous dissipation rate for a
single patch is then

ei ¼ a2L2
T N3, ð1Þ

where N is the buoyancy frequency, calculated as N2 ¼
&ðg=rÞ@r=@z using the sorted local potential density, which is
subsequently averaged within the overturn (Fig. 9c). The
coefficient a is close to unity for oceanic environments (e.g.
Dillon, 1982; Ferron et al., 1998). To get vertical profiles of the
mean dissipation rate, all ei are averaged into 50 m bins, with ei

set to zero where no overturn was detected (Fig. 9d). The
turbulent diffusivity Kr is then given by

Krr0:2
e

N2
0

ð2Þ

(Osborn, 1980), where the buoyancy frequency N0 is the average
over all profiles for each depth bin.

For the computation of the profiles of dissipation and
diffusivity, identical procedures have been applied to the tow-yo
casts and to the regular CTD casts; this is legitimated by the fact
that the physical aspect ratio of the towed casts is (due to the very
low tow velocity of less than one knot) quite small: it ranges from
less than 2:1 (780:450 m) for tow 1265, comprising five down-
casts, to 6.5:1 (2930:450 m) for tow 103 with 11 downcasts. The
resulting tilt of the instrument path is less than 151 to the vertical
and comparable to tilts in single-cast CTD profiles in the presence
of typical ocean currents.

The results of the Thorpe scale analysis are sensitive to the
choice of the noise threshold. A value too small would result into
interpreting instrument noise as ocean turbulence, a too large
threshold would suppress the detection of real overturns. Our
value of 0.001 1C was chosen conservatively, well above the
instrument noise, which may result in loosing a number of
smaller overturns; however, the resulting estimates of dissipation
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(Gargett et al., 1981)

vertical shear of horizontal velocitiy

100m

Turbulence

Finescale shear and strain

λ

• Assumption: dissipation of  
energy by turbulence is in 
equilibrium with energy 
production by internal 
waves

• Dissipation ε is proportional 
to the energy level of the 
spectrum of vertical current 
shear for wavelengths > 
10m

• Analogous: strain of the 
density field 10m 1m 10cm λ=

Φs
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the range parameter. This correction accounts for range
averaging, depth binning, and prebinning into super en-
sembles before the inversion and instrument tilt. The cruise-
dependent parameters zbin, zgrid, and d

0 are given inTable 3.
Resulting shear and strain spectra were grouped de-

pending on the flow situation to obtain regime-average
diffusivity profiles: three of the cruises (So152, M53/3,
and M62/1) were carried out during times when a co-
herent southward flow was observed at several adjacent
stations above the continental slope and two cruises
(M66/1 and So171) were carried out when the flow was
rather dominated by a mesoscale eddy structure (Rhein
et al. 2004; St€ober et al. 2008).
Vertical wavenumber spectra of shear and strain as well

as corresponding estimates of the GM model (Gregg and
Kunze 1991) were calculated from all profiles and grouped

according to the two different flow situations of a strong or
an absent DWBC at the moorings. Furthermore, spectra
were binned with respect to meters above bottom (mab),
and mean spectra in different depth ranges are shown in
Fig. 4. All calculated mean shear and strain variance
spectra arewell aboveGMestimates except the uppermost
strain variance spectra during phaseswhen theDWBCwas
at themooring. Overall, changes in themagnitude of shear
and strain variance spectra with depths are more pro-
nounced during these times as both shear and strain vari-
ances increase significantly toward the bottom (Fig. 4).
Especially during phases of a strongDWBC, uncorrected

shear variances do not show the decrease at higher
wavenumbers (induced by the LADCP data processing;
Fig. 4, bottom) that is commonly observed and is also
found in spectra obtained from data measured during

FIG. 4. (top) Mean uncorrected shear vertical wavenumber spectra from all cruises grouped according to mab and
divided into two groups: (left) all cruises where the DWBC was found at the mooring location (So152, M53/3, and
M62/1) and (right) cruises during which there was no DWBC at this position (M66/1 and So171). (bottom) Mean
shear (dashed lines) and strain (solid lines) vertical wavenumber spectra from all cruises grouped according to mab
and divided into the two different flow situations. GM shear and strain spectral values are shown in red, and estimates
for noise in LADCP data are denoted by dotted lines. Noise levels were either determined by fitting the noise
spectrum (Kunze et al. 2006) to shear spectral values at wavelengths shorter than 40m or were set to a fixed noise
level of 3 cm s21, whichever is higher. Integration limits are denoted by vertical dotted lines, and 95% confidence
intervals are shown on the bottom left in each plot.
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Practical application:

Diffusivity from shear & strain:  

Sanford 1996; Munk and Wunsch 1998) or (ii) high lati-
tudes (Toggweiler and Samuels 1993; Gnanadesikan
1999; Naveira Garabato et al. 2003). A simplified
theory by Samelson (2004) shows that one can get com-
parable midlatitude stratification with either mecha-
nism.

Turbulent mixing of 100–1000 times the ocean inte-
rior values is found over seamounts (Nabatov and
Ozmidov 1988; Kunze and Toole 1997; Lueck and
Mudge 1997), ridges (Althaus et al. 2003; Klymak et al.
2006), canyons (St. Laurent et al. 2001; Carter and
Gregg 2002), and hydraulically controlled passages be-
tween basins (Roemmich et al. 1996; Polzin et al. 1996;
Ferron et al. 1998). However, this elevated mixing is
extremely localized. Whether such topographically en-
hanced mixing is sufficiently intense or widespread to
be globally significant remains uncertain. For example,
Kunze and Toole (1997) used a simple averaging
scheme to suggest that, in the North Pacific, there was
insufficient topographically enhanced mixing shallower
than 4000-m depth to more than double the interior
diffusivity. Below 4000-m depth, they inferred basin-
averaged abyssal diffusivities of O(10!4 m2 s!1).

Most mixing estimates to date have been based on
specialized shear and temperature microstructure data
with O(1 cm) resolution (e.g., Oakey 1982). Such mea-
surements are usually made in localized experiments
focusing on dynamical processes and only rarely extend
into abyssal waters (Toole et al. 1994; Polzin et al. 1997;
Klymak et al. 2006). At the other extreme, mixing has
been inferred by closing property budgets in large
boxes using hydrographic data (Ganachaud and Wun-
sch 2000; Sloyan and Rintoul 2000; Naveira Garabato et
al. 2003), an approach susceptible to errors resulting
from temporal variability.

A number of indirect methods for inferring turbulent
mixing have been developed over the past two decades.
These range from O(1 m) outer turbulence scales to
O(10–100 m) finescale internal wave scales. At outer
turbulence scales, Thorpe overturns (Dillon 1982; Gal-
braith and Kelley 1996) represent potential energy
available for turbulence production and unstable Rich-
ardson numbers (Kunze et al. 1990; Peters et al. 1995;
Polzin 1996) represent available kinetic energy.

Weak-triad (McComas and Müller 1981) and ray-
tracing (Henyey et al. 1986) internal wave–wave inter-
action theories have been used predict the rate of en-
ergy transfer through the internal wave vertical wave-
number spectrum toward small scales and turbulence
production "p # "(1 $ %). The resulting parameteriza-
tions can be expressed in terms of finescale internal
wave shear &Vz

2 ' and strain &(z
2 ' variances. In this paper,

we apply this parameterization’s most recent iteration
(Gregg et al. 2003) to about 3500 full-depth lowered
ADCP (LADCP)/CTD profiles from the Indian, Pa-
cific, North Atlantic, and Southern Oceans. These pa-
rameterizations were originally formulated for dissipa-
tion rate ". Here, we express them in terms of diapycnal
turbulent eddy diffusivities K # %"/N2 (Osborn 1980),
assuming an upper bound “mixing efficiency” % # 0.2
(Oakey 1982). This work extends similar calculations
made in the Scotia Sea (Naveira Garabato et al. 2004b),
Southern Ocean (Sloyan 2005), and Nordic seas
(Walter 2003; Naveira Garabato et al. 2004a). It also
explores latitudinal dependence (Hibiya and Nagasawa
2004) in a broader oceanic context.

2. Finescale parameterizations

Scalings for turbulence based on internal wave–wave
interaction theory were first validated against oceanic
data by Gregg (1989), reproducing the observed aver-
age microstructure estimates to within a factor of 2 in
four midlatitude datasets having internal wave fields
well described by the Garrett and Munk (GM) model
(Munk 1981; Gregg and Kunze 1991). The most re-
cent incarnation depends on both shear and strain vari-
ance as

K # K0

&Vz
2'2

GM&Vz
2'2 h1)R!*j! f

N" )1*

(Gregg et al. 2003), where K0 # 0.05 + 10!4 m2 s!1,
GM&Vz

2' is shear variance from the GM model spectrum
(Gregg and Kunze 1991; Kunze et al. 1992) treated in
the same way as the observed variance &Vz
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,
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variance ratio
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is a measure of the internal wave field’s aspect ratio and
frequency content (Henyey 1991; Kunze et al. 1990;
Polzin et al. 1995) because, for a single wave,
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For the GM frequency spectrum, GMR- # 3.
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Sanford 1996; Munk and Wunsch 1998) or (ii) high lati-
tudes (Toggweiler and Samuels 1993; Gnanadesikan
1999; Naveira Garabato et al. 2003). A simplified
theory by Samelson (2004) shows that one can get com-
parable midlatitude stratification with either mecha-
nism.

Turbulent mixing of 100–1000 times the ocean inte-
rior values is found over seamounts (Nabatov and
Ozmidov 1988; Kunze and Toole 1997; Lueck and
Mudge 1997), ridges (Althaus et al. 2003; Klymak et al.
2006), canyons (St. Laurent et al. 2001; Carter and
Gregg 2002), and hydraulically controlled passages be-
tween basins (Roemmich et al. 1996; Polzin et al. 1996;
Ferron et al. 1998). However, this elevated mixing is
extremely localized. Whether such topographically en-
hanced mixing is sufficiently intense or widespread to
be globally significant remains uncertain. For example,
Kunze and Toole (1997) used a simple averaging
scheme to suggest that, in the North Pacific, there was
insufficient topographically enhanced mixing shallower
than 4000-m depth to more than double the interior
diffusivity. Below 4000-m depth, they inferred basin-
averaged abyssal diffusivities of O(10!4 m2 s!1).

Most mixing estimates to date have been based on
specialized shear and temperature microstructure data
with O(1 cm) resolution (e.g., Oakey 1982). Such mea-
surements are usually made in localized experiments
focusing on dynamical processes and only rarely extend
into abyssal waters (Toole et al. 1994; Polzin et al. 1997;
Klymak et al. 2006). At the other extreme, mixing has
been inferred by closing property budgets in large
boxes using hydrographic data (Ganachaud and Wun-
sch 2000; Sloyan and Rintoul 2000; Naveira Garabato et
al. 2003), an approach susceptible to errors resulting
from temporal variability.

A number of indirect methods for inferring turbulent
mixing have been developed over the past two decades.
These range from O(1 m) outer turbulence scales to
O(10–100 m) finescale internal wave scales. At outer
turbulence scales, Thorpe overturns (Dillon 1982; Gal-
braith and Kelley 1996) represent potential energy
available for turbulence production and unstable Rich-
ardson numbers (Kunze et al. 1990; Peters et al. 1995;
Polzin 1996) represent available kinetic energy.

Weak-triad (McComas and Müller 1981) and ray-
tracing (Henyey et al. 1986) internal wave–wave inter-
action theories have been used predict the rate of en-
ergy transfer through the internal wave vertical wave-
number spectrum toward small scales and turbulence
production "p # "(1 $ %). The resulting parameteriza-
tions can be expressed in terms of finescale internal
wave shear &Vz

2 ' and strain &(z
2 ' variances. In this paper,

we apply this parameterization’s most recent iteration
(Gregg et al. 2003) to about 3500 full-depth lowered
ADCP (LADCP)/CTD profiles from the Indian, Pa-
cific, North Atlantic, and Southern Oceans. These pa-
rameterizations were originally formulated for dissipa-
tion rate ". Here, we express them in terms of diapycnal
turbulent eddy diffusivities K # %"/N2 (Osborn 1980),
assuming an upper bound “mixing efficiency” % # 0.2
(Oakey 1982). This work extends similar calculations
made in the Scotia Sea (Naveira Garabato et al. 2004b),
Southern Ocean (Sloyan 2005), and Nordic seas
(Walter 2003; Naveira Garabato et al. 2004a). It also
explores latitudinal dependence (Hibiya and Nagasawa
2004) in a broader oceanic context.

2. Finescale parameterizations

Scalings for turbulence based on internal wave–wave
interaction theory were first validated against oceanic
data by Gregg (1989), reproducing the observed aver-
age microstructure estimates to within a factor of 2 in
four midlatitude datasets having internal wave fields
well described by the Garrett and Munk (GM) model
(Munk 1981; Gregg and Kunze 1991). The most re-
cent incarnation depends on both shear and strain vari-
ance as
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Shear/strain variance ratio Rω - a measure of the 
aspect ratio and frequency content of the IW 
field; for a single wave:

The dependence on f /N is such that j( f/N), and
hence K, vanish as f /N → 0, consistent with the much
weaker turbulent dissipation rates found on the equator
than at midlatitudes given the shear variance (Gregg et
al. 2003). Parameterization (1) produces diffusivities
lower by a factor of 2 than those of Polzin et al. (1995)
for high diffusivities O(10 ! 10"4 m2 s"1), and higher
by a factor of 2 than those of Sun and Kunze (1999) for
low diffusivities O(0.1 ! 10"4 m2 s"1).

Parameterization (1) can also be expressed in terms
of strain variance and the shear/strain ratio as

K # K0

$!z
2%2

GM$!z
2%2 h2&R"' j& f#N', &2'

where

h2&R"' #
1

6(2

R"&R" ) 1'

(R" " 1
.

The motivation for examining a strain-based param-
eterization (2) with a prescribed shear/strain variance
ratio is that, if reliable, it could be applied to much
more extensive CTD and profiling float data (e.g.,
Mauritzen et al. 2002; Kunze 2003).

The dependencies of (1) and (2) on shear/strain vari-
ance ratio R* are displayed in Fig. 1. For a GM shear/
strain ratio (GMR* # 3), functions h1(R*) # h2(R*) # 1
by construction. Both differ by more than an order of
magnitude for shear/strain ratios approaching 1 (non-
rotating continuum * k f for which the parameteriza-
tion blows up because of the R* dependences in the
denominators of h1 and h2) or 20 (inertial). That is, if
the shear-based parameterization (1) is used with a
fixed shear/strain ratio, dissipation rates are overesti-
mated if the shear/strain ratio is higher than assumed
and underestimated if the ratio is lower than assumed.
The reverse is true for the strain-based parameteriza-
tion (2). Parameterizations (1) and (2) fail on the con-
tinental shelf (MacKinnon and Gregg 2003) because
the shelf internal wave field does not satisfy bandwidth
assumptions, and in canyons (Kunze et al. 2002; Carter
and Gregg 2002). These parameterizations do not ac-
count for mixing from sources other than linear internal
waves with a broad bandwidth spectrum, for example,
solitons, hydraulic jumps, and double diffusion.

In the following, we present eddy diffusivities K in-
ferred from parameterization (1) with inputs of GM-
normalized lowered ADCP shear variances from verti-
cal wavelengths of +z # 150–320 m (to avoid instrument
noise at smaller wavelengths) and GM-normalized
CTD strain variances of +z # 10–150 m (to avoid
contamination by background stratification from +z ,
150 m). Shear-and-strain diffusivities [(1)] are also

compared with strain-based diffusivities [(2)] where
the shear/strain variance ratio is assumed either to be
(i) the Garrett and Munk shear/strain variance ratio
GMR* # 3 (Munk 1981), or (ii) R* # 7 consistent with
our observations (see Fig. 3).

3. Data and methods

During the World Ocean Circulation Experiment
(WOCE) and subsequent hydrographic cruises, full-
depth lowered ADCP velocity profiles were often col-
lected during CTD casts. Here, we examine about 3500
LADCP/CTD profiles collected from the Indian, Pa-
cific, North Atlantic, and Southern Oceans during
1991–2004 (see information online at http://www.whpo.
ucsd.edu).

To infer turbulent mixing using parameterization (1),
we need to quantify internal wave shear and strain vari-
ances as compared with the Garrett and Munk spectral
model values (Cairns and Williams 1976; Gregg and
Kunze 1991). Velocity profiles from a variety of 300-
kHz narrowband and 150-kHz broadband lowered
ADCPs are used. Profiles were processed on a 10- or
20-m-depth grid with software developed either at the
University of Hawaii or Lamont-Doherty Earth Obser-
vatory, Columbia University. Rms noise levels are
about (3.2 cm s"1)/nping1/2 under optimal conditions
for a large number of scatterers (Polzin et al. 2002).
Here, nping - 120 is the number of pings typically
averaged into each depth bin. This noise level is under-
estimated by a factor of (3 on average (see Fig. 2)
because of nonoptimal conditions, likely a paucity of

FIG. 1. Dependence on the shear/strain variance ratio R* in
Gregg et al.’s (2003) shear-based parameterization (1), that is,
h1(R*) (solid), and strain-based parameterization (2), that is,
h2(R*) (dotted).
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Finescale shear and strain - problems:

λ

• Instrumental: instrument noise, attenuation by filtering etc

• Methodological: energy content/spectral shape; non-homogeneity of 
internal wave field: latitudinal dependencies (PSI), distortions (vertical/
horizontal wavenumber),

(Thorpe, 1975)
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• Spectral level for sorter wavelengths depends on instrument settings & 
data processing method ➜ spectral correction needed 

Instrument noise and and attenuation

(Thurnherr, 2012)

where the symbols are as in Polzin et al. (2002); that
is, Tra, Tfd, Tint, and Ttilt denote the spectral transfer
functions to correct for range averaging, finite differ-
encing, shear interpolation, and instrument tilting,
respectively,

Tra(kz) 5 sinc2 kzDzt

2p

! "
sinc2 kzDzr

2p

! "
, (2)

Tfd(kz) 5 sinc2 kzDzr

2p

! "
, (3)

Tint(kz) 5 sinc4 kzDzr

2p

! "
sinc2

kzDzg

2p

 !

, and (4)

Ttilt(kz) 5 sinc2 kzd9

2p

! "
. (5)

Here, kz is the vertical wavenumber, Dzr the ADCP bin
length, Dzt the ADCP transmit pulse length (usually
Dzt 5 Dzr), Dzg the vertical resolution of the output
shear grid, and d9 is a length scale that depends on the
instrument tilt statistics and on the maximum range of

valid ADCP measurements. A quadratic fit to the range
maxima (rmax) 2 d9 pairs given by Polzin et al. (2002)
yields

d9 5 21:2 1 0:0857rmax 2 0:000 136r2
max, (6)

which has an intercept near rmax 5 14 m. Estimating
rmax ’ 255 m as the range at which 80% of all ensembles
have valid velocities yields d9 ’ 11.8 m in case of the
dataset considered by Polzin et al. (2002) and here.

As already shown by Polzin et al. (2002), shear spectra
based on LADCP data processed with the shear method
with interpolation and corrected with transfer function (1)
are consistent with the corresponding XCP-based spectra
for vertical wavelengths $50 m, that is, for the entire
vertical wavenumber range resolved by the LADCP (red
curves in Fig. 2). In spite of the fact that horizontal
LADCP velocities associated with small vertical scales
are significantly more damped by the shear method with
interpolation than by the velocity-inversion method (Fig.
1), it has become fairly common to use a spectral transfer
function based on expression (1) to correct shear spectra
derived from LADCP profiles processed with the velocity-
inversion method (e.g., Kunze et al. 2006; MacKinnon
et al. 2008; Tian et al. 2009). As illustrated in Fig. 2a
(blue curve), in case of the dataset of Polzin et al. (2002)
this amounts to a significant overcorrection of the shear
spectra for vertical wavelengths up to ’150 m.

Expression (6), which predicts an appropriate length
scale to correct for instrument tilting via transfer func-
tion (5), is semiempirical and applies strictly only to the
dataset of Polzin et al. (2002), which is associated with an
rms tilt angle of ’58. Other LADCP data are associated
with significantly different tilt statistics; a survey of re-
cent LADCP datasets collected by this author indicates
rms tilt angles ranging from 28 to 78. Although suitable
replacements for expression (6) can be derived for any
dataset, this effort may not be required in practice, at
least for LADCP data collected with bin sizes #10 m
and bin mapping enabled, as the maximum spectral
damping associated with instrument tilting in the verti-
cal wavenumber range resolved by the LADCP remains
below 10% in this case (Fig. 3).

In case of the processed LADCP velocities used by
Polzin et al. (2002), interpolation of the shear measure-
ments onto a uniform depth grid accounts for a significant
fraction of the high-wavenumber attenuation. Therefore,
the LADCP data were reprocessed with a modified im-
plementation of the shear method that uses simple depth
binning, instead of interpolation, to construct the out-
put shear grid. Consistent with expectations, the re-
sulting shear profiles are markedly less damped at
short vertical wavelengths than the corresponding

FIG. 1. Vertical wavenumber spectra of buoyancy-frequency-
normalized vertical shear between 220 and 1500 m in the dataset of
Polzin et al. (2002); the wavenumber range not resolved by the
LADCP (lz # 50 m) is shaded gray; each spectral curve represents
an ensemble average derived from 18 profiles; as in Polzin et al.
(2002), parabolic fits were removed from the data before calcu-
lating the spectra. The red, green, and blue curves are derived from
LADCP data processed at 5-m vertical resolution with three dif-
ferent methods (see text for details); the black curve shows the
corresponding XCP-derived shear spectrum.
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profiles derived with the shear method with interpo-
lation (Fig. 1). To correct the resulting spectra, Tint in
expression (1) must be replaced by the appropriate trans-
fer function for depth binning,

Tbin(kz) 5 sinc2
kzDzg

2p

 !
. (7)

[Polzin et al. (2002, p. 213) list the same expression based on
Dzr, rather than Dzg, which is assumed to by a typographical
error.] Using, therefore, the product of expressions (2), (3),
(5), and (7) to correct the spectra derived with the shear
method with depth binning yields spectral levels that are
consistent with the XCP data for all vertical wavelengths
resolved by the LADCP (green curve in Fig. 2b).

The method that is currently most widely used for
LADCP processing is the velocity-inversion method of
Visbeck (2002). In this method, there is no explicit finite
differencing or shear interpolation, but the velocities are
usually prebinned into ‘‘superensembles’’ before the in-
version and simple depth binning is used to construct the
output velocity grid. The appropriate transfer function for
correcting shear spectra derived with the velocity-inversion
method becomes

TVI 5 Tra 3 Tbin 3 sinc2 kzDzs

2p

! "
3 Ttilt, (8)

where Dzs is the superensemble preaveraging interval,
which is often chosen to be equal to Dzg. Using expres-
sion (8) to correct the LADCP shear spectra of the

Polzin et al. (2002) data processed with the velocity-
inversion method again yields spectral levels that are
consistent with the XCP data for all vertical wavelengths
resolved by the LADCP (blue curve in Fig. 2b).

Following Polzin et al. (2002), the results presented so
far have been derived exclusively from LADCP down-
cast data. Although there is no a priori reason why upcast-
only data should yield significantly different shear
spectra, there is additional (temporal) averaging in-
volved when the downcast and upcast data are com-
bined. [In ‘‘standard’’ LADCP processing, the downcast
and upcast data are nearly always combined, primarily
in order to use ship drift (GPS) data to constrain the
depth-averaged velocities (e.g., Thurnherr 2010).] To

FIG. 2. Corrected vertical wavenumber spectra of buoyancy-frequency-normalized vertical shear between 220 and
1500 m in the dataset of Polzin et al. (2002); axes, gray shading, and colors are as in Fig. 1. The XCP spectra are
corrected for finite-differencing attenuation using expression (3) with Dzfd 5 2.5 m. (a) LADCP spectra corrected
with transfer function (1) [or, equivalently, with expression (30) of Polzin et al. (2002) with Tbsl 5 1]. (b) Spectra
corrected with the processing-specific transfer functions described in the text.

FIG. 3. Worst-case corrections required to compensate vertical-
shear spectra for instrument-tilting effects for LADCP data collected
with bin mapping enabled for typical bin sizes used with 150- and
300-kHz instruments (16 and 8 m, respectively); the wavenumber
range not resolved by the LADCP (lz # 50 m) is shaded gray.
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Sensitivity to integration limits

To exclude temporal changes in internal wave spectra
originating from changes in stratification rather than
from the internal wave field itself, vertical displacements
and temporally variable buoyancy frequencies were
used to calculate time series of available potential en-
ergies (APE):

APE5N2j2/2. (8)

Time series of buoyancy frequency needed for the calcu-
lation of APE were determined by first differencing of the
14-day low-pass-filtered MicroCAT mooring data. Buoy-
ancy frequency time series show considerable variability
(up to a factor of 2), especially in the lowest 1000m.
For comparison a mean buoyancy frequency profile

was derived from 13 CTD stations in direct vicinity of
the westernmost mooring, measured during different

FIG. 5. Sensitivity of themeanKr in different depth ranges during (a),(c) strongDWBC and (b),(d) absent DWBC to
the choice of the upper wavenumber/lower wavelength limit in the integration of the shear and strain variance. The
response of the mean diapycnal diffusivity to variations in the upper wavenumber/lower wavelength limit in the in-
tegration of the shear spectra is given with the low wavenumber limit kept constant at a corresponding wavelength of
320m and the wavenumber range used in the integration of the strain spectra kept constant at a wavenumber range
corresponding to wavelengths of 128–20m (top). The sensitivity on variations in the upper wavenumber limit in the
integration of the strain spectra are givenwith the lowwavenumber limit set to a corresponding wavelength of 128m and
the integration interval in the shear spectra kept constant at a wavenumber range corresponding to wavelengths of
320–110m (bottom). Dashed lines denote chosen integration limits.
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(Köhler et al., 2014)

... and choice of 
integration limits - 
problems: noise, 
contamination by low 
modes, shape of 
spectrum for high/low 
shear/strain variance 
levels
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FIG. A1. A comparison of the microstructure observed turbulent dissipation rate and that
predicted from finescale properties.
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Finescale 
parameterizations 
compared to microstructure 
measuremen: Example 
from Southern Ocean 

(Waterman 
et al., 2013)

Differences may indicate

• violation of underlying 
assumptions, e.g. mixing 
not (solely) caused by 
breaking internal waves

• variable shear/strain ratio

• bad signal/noise ratio

• ....

• i.e. either caused by 
underlying physics or 
measurement error 
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Figure 5.4: Dissipation rate integrated over the whole water column varied

with seafloor roughness and eddy kinetic energy.

diffusivity. We find that our estimates of diffusivity and dis-
sipation rate are related to: (1) bottom roughness, (2) tidal
energy, (3) mixed layer near-inertial energy, (4) mesoscale
eddy kinetic energy (EKE), and (5) proximity to the equator.
Each of these are described in the following paragraphs.
[12] Both the diffusivity and dissipation rate (Figures 1

and 2) are in locally intensified over regions of rough topog-
raphy (Figure S.1 in Text S1). This is true even far above the
actual features, consistent with the full-depth hydrography-
derived estimates of Kunze et al. [2006], unless the back-
ground levels are high enough to mask the mixing from rough
topography. The heightened mixing may be due to local
interactions between geostrophic or tidal flow and topography,
such as the breaking of locally produced internal tides [Polzin
et al., 1997], in combination with the reflection, scattering,
and breaking of remotely generated internal waves [Johnston
et al., 2003; Decloedt and Luther, 2010]. Elevated dissipation
rates in Figure 1 over rough features are consistent with pre-
vious observations above the Mid-Atlantic Ridge [Mauritzen
et al., 2002; Polzin et al., 1997], the Mendocino fracture zone
in the Northeast Pacific [Alford, 2010], and the Southwest
Indian Ridge [Kunze et al., 2006]. Examples of relatively
understudied areas of rough topography that have elevated
mixing include the Central Indian Ridge, the Ninety East
Ridge, the Chagos-Laccadive Ridge, the Sala y Gomez Frac-
ture Zone, and the Walvis Ridge. Also notable are specific
examples of reduced ! over smooth topographic features,
including west of the Drake Passage where notably low rates of

approximately 10!10 W kg!1 have been measured using tracer
and microstructure methods [Ledwell et al., 2011].
[13] The averaged dissipation rate is generally (but not

always) higher over rougher topography than above smoother
features in a latitudinal band (Figure 3a). Here we define
roughness as the variance of seafloor height over 30 km scales
(Figure S.1 in Text S1), and ‘rough topography’ as locations
where this parameter exceeds the global mean. Between 5" and
30" latitude (north and south), this difference may approach
an order of magnitude, while both averages also increase with
latitude as previously observed [Gregg et al., 2003]. Poleward
of 30" the difference between ! over smooth and rough
topography is often weaker, or not significant, indicating that at
these latitudes other factors such as the magnitude of near-
inertial energy input from wind may be more important in
governing dissipation rate than bottom roughness.
[14] Tides are one of the energy sources for the oceanic

internal wave field. The barotropic tide generates internal
waves, which dissipate a portion of their energy within a few
hundred kilometers of their generation site [St. Laurent and
Garrett, 2002]. We find a correlation between elevated M2
tidal energy, and the median dissipation rate for a given
roughness level (Figure 3b). Previous observations of height-
ened mixing close to topographic features with strong tides are
numerous, including dissipation rates exceeding 10!8 W kg!1

over the Hawaiian Ridge [Klymak et al., 2006], dissipation
rates reaching 2 # 10!6 W kg!1 in the Luzon Strait [Alford
et al., 2011], and diffusivity exceeding 5 # 10!4 m2 s!1 in

Figure 3. Dissipation related to roughness, barotropic lunar semidiurnal (M2) tidal energy, mixed-layer near-inertial
energy, and eddy kinetic energy. (a) Global mean dissipation rate for 3" half-overlapping latitudinal bands in the depth range
250–1,000 m over rough (variance greater than global mean) and smooth topography with 90% bootstrapped confidence
intervals. Inset shows a finer resolution equatorial region for 1" half-overlapping bands. Median dissipation rate as a function
of roughness and (b) M2 tidal kinetic energy [Egbert and Ray, 2003]; (c) mixed layer near-inertial kinetic energy from
Chaigneau et al. [2008]; and (d) eddy kinetic energy from the Global Drifter Program (R. Lumpkin, personal communica-
tion����������� Plotted averages include estimates between 250–1,000 m in depth for bins containing >15 estimates.
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roughness, World ocean, 

from ARGO floats 
(Whalen et al., 2012)

Integrated dissipation 
vs. roughness, North 

Atlantic, from LADCP/
CTD (Li, 2013)
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Spatial distribution of K in the North Atlantic

(Walter et al., 2005)
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Spatial distribution of ϵ - role of EKE

(Li, 2013)

70 5. DISCUSSION

(a) Eddy kinetic energy Ek

(b) Integrated energy dissipation rates E over whole water columns, averaged in 1�⇥1� boxes.

Figure 5.3

Horizontal patterns of 
integrated energy dissipation 
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North Atlantic 
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Dependence on latitude, PSI

(Whalen et al., 2012)

• Diffusivity vs. latitude for different 
depth ranges, world ocean (WOCE 
lines), CTD, strain-only 
parameterization, w/o (upper) and 
with (lower) latitude correction 
function j(f/N)

diffusivity. We find that our estimates of diffusivity and dis-
sipation rate are related to: (1) bottom roughness, (2) tidal
energy, (3) mixed layer near-inertial energy, (4) mesoscale
eddy kinetic energy (EKE), and (5) proximity to the equator.
Each of these are described in the following paragraphs.
[12] Both the diffusivity and dissipation rate (Figures 1

and 2) are in locally intensified over regions of rough topog-
raphy (Figure S.1 in Text S1). This is true even far above the
actual features, consistent with the full-depth hydrography-
derived estimates of Kunze et al. [2006], unless the back-
ground levels are high enough to mask the mixing from rough
topography. The heightened mixing may be due to local
interactions between geostrophic or tidal flow and topography,
such as the breaking of locally produced internal tides [Polzin
et al., 1997], in combination with the reflection, scattering,
and breaking of remotely generated internal waves [Johnston
et al., 2003; Decloedt and Luther, 2010]. Elevated dissipation
rates in Figure 1 over rough features are consistent with pre-
vious observations above the Mid-Atlantic Ridge [Mauritzen
et al., 2002; Polzin et al., 1997], the Mendocino fracture zone
in the Northeast Pacific [Alford, 2010], and the Southwest
Indian Ridge [Kunze et al., 2006]. Examples of relatively
understudied areas of rough topography that have elevated
mixing include the Central Indian Ridge, the Ninety East
Ridge, the Chagos-Laccadive Ridge, the Sala y Gomez Frac-
ture Zone, and the Walvis Ridge. Also notable are specific
examples of reduced ! over smooth topographic features,
including west of the Drake Passage where notably low rates of

approximately 10!10 W kg!1 have been measured using tracer
and microstructure methods [Ledwell et al., 2011].
[13] The averaged dissipation rate is generally (but not

always) higher over rougher topography than above smoother
features in a latitudinal band (Figure 3a). Here we define
roughness as the variance of seafloor height over 30 km scales
(Figure S.1 in Text S1), and ‘rough topography’ as locations
where this parameter exceeds the global mean. Between 5" and
30" latitude (north and south), this difference may approach
an order of magnitude, while both averages also increase with
latitude as previously observed [Gregg et al., 2003]. Poleward
of 30" the difference between ! over smooth and rough
topography is often weaker, or not significant, indicating that at
these latitudes other factors such as the magnitude of near-
inertial energy input from wind may be more important in
governing dissipation rate than bottom roughness.
[14] Tides are one of the energy sources for the oceanic

internal wave field. The barotropic tide generates internal
waves, which dissipate a portion of their energy within a few
hundred kilometers of their generation site [St. Laurent and
Garrett, 2002]. We find a correlation between elevated M2
tidal energy, and the median dissipation rate for a given
roughness level (Figure 3b). Previous observations of height-
ened mixing close to topographic features with strong tides are
numerous, including dissipation rates exceeding 10!8 W kg!1

over the Hawaiian Ridge [Klymak et al., 2006], dissipation
rates reaching 2 # 10!6 W kg!1 in the Luzon Strait [Alford
et al., 2011], and diffusivity exceeding 5 # 10!4 m2 s!1 in

Figure 3. Dissipation related to roughness, barotropic lunar semidiurnal (M2) tidal energy, mixed-layer near-inertial
energy, and eddy kinetic energy. (a) Global mean dissipation rate for 3" half-overlapping latitudinal bands in the depth range
250–1,000 m over rough (variance greater than global mean) and smooth topography with 90% bootstrapped confidence
intervals. Inset shows a finer resolution equatorial region for 1" half-overlapping bands. Median dissipation rate as a function
of roughness and (b) M2 tidal kinetic energy [Egbert and Ray, 2003]; (c) mixed layer near-inertial kinetic energy from
Chaigneau et al. [2008]; and (d) eddy kinetic energy from the Global Drifter Program (R. Lumpkin, personal communica-
tion����������� Plotted averages include estimates between 250–1,000 m in depth for bins containing >15 estimates.
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lengths !z " 150–320 m and GM-normalized CTD
strain variance from !z " 10–150 m. LADCP shear was
the least certain quantity because of instrument noise
(Figs. 2 and 3). Strain spectra exhibit saturation behav-
ior at high wavenumbers as the low-wavenumber vari-
ance increases (Fig. 1). Shear/strain variance ratios R#

average about 7 $ 3 for N % 5 & 10'4 rad s'1 but are
dominated by instrument noise for weaker stratifica-
tions (Fig. 3).

Weak turbulent eddy diffusivities K ( O(0.1 & 10'4

m2 s'1) are found in most of the upper ocean, through-
out the water column near the equator, and over
smooth topography (Figs. 5–11). Diffusivities K ap-
proaching 10'4 m2 s'1 are often found in the bottom
1000 m. High diffusivities sometimes extend into the
main pycnocline over rough topography accompanied
by strong near-bottom currents.

In depth z, the average diffusivity is 0.2 & 10'4

m2 s'1 in the upper 3000 m, increasing to (0.4–0.5) &
10'4 m2 s'1 at the bottom (Fig. 20). Stronger variability
is seen in height-above-bottom coordinates h, with K

ranging from 0.5 & 10'4 m2 s'1 at h " 0 to 0.1 & 10'4

m2 s'1 at h " 5000 mab. In density space, K transitions
from (0.08–0.09) & 10'4 m2 s'1 to (0.2–0.3) & 10'4

m2 s'1 at neutral density )n " 30 with lower diffusivi-
ties associated with the low-latitude upper ocean. Simi-
lar K transitions occur at N " 5 & 10'3 rad s'1. In
neutral density, inferred diffusivities agree with recent
hydrographic inversions (Lumpkin and Speer 2003) in
the upper deep water and shallower but are an order of
magnitude smaller in lower deep and bottom water.
This is likely because (1) does not include mixing from
hydraulically controlled passage, which is thought to
dominate mixing in the abyssal Atlantic (Bryden and
Nurser 2003). The ratio of rotary-with-depth compo-
nents [clockwise (CW)/counterclockwise (CCW) in the
Northern Hemisphere, CCW/CW in the Southern
Hemisphere], which is a measure of down- versus up-
going near-inertial energy is close to 1 except for z %
4000 m and )n % 48, where there is roughly 2 times as
much up- as down-going energy. This signature likely
does not appear in height-above-bottom coordinates
because this coordinate system includes near-bottom
data from above near inertially supercritical topogra-
phy where propagation can be downward.

Vertically integrated dissipation rates *+ are mostly
about 1 mW m'2, comparable to the expected value for
the canonical (GM) internal wave model. The distribu-
tion of *+ is very heterogeneous (Figs. 5–12). Hotspots
are found over rough topographic features associated
with surface tidal dissipation (Egbert and Ray 2001).
Even over rough topography, dissipations *+ are con-
centrated in the main pycnocline, perhaps because of

FIG. 18. (a) Latitudinal dependence of diffusivity K (lat°) color-
coded by depth z. The black dotted curve is the latitudinal de-
pendence of j( f /N0) from (1). (b) Diffusivities normalized by the
latitudinal dependence in (1) K/j( f /N0).

FIG. 19. Average bottom diffusivity Kb/j( f /N0) as a function of
semidiurnal tidal velocity squared V2

semi and topographic height
variance var(H ). Colors denote log[,Kb/j( f /N0)-], and numbers
show the number of profiles going into the estimate.
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Fig 18 19 live 4/C

(Kunze et al., 2006)

• Energy dissipation (250-1000m) vs. 
latitude world ocean, ARGO floats, 
strain-only
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Dissipation rate 
integrated over the 
whole water column 
varied with seafloor 
roughness and eddy 
kinetic energy.
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• Meridional section of diffusivity along southern MAR, shear/strain /CTD/LADCP)
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Strong mesoscale flow

(Walter et al., 2005)

Composite diapycnal diffusivity from 3 (left) and 2 
(right) sections across the DWBC position shows 
strongly enhanced mixing and altered shear/strain 
ratios when DWBC is present 

Here, Kr reaches mean values of up to 1023 6 0.4 3
1023m2 s21 (90% confidence intervals determined from
bootstrapping) during phases when a pronounced
DWBC is observed in the transect.MeanKr values close
to the bottom differ by approximately an order of
magnitude between the two flow situations. Despite the
given uncertainties in the calculation of Kr (cf. discus-
sion in section 3b), the general pattern of enhanced
vertical mixing during phases of a strong DWBC at the
continental slope stays robust.

5. Internal wave kinetic energy

a. Mean spectra of internal wave kinetic energy

Time-averaged velocity spectra were determined from
sensors at similar depths during individual deployment

periods. Velocity time series from the second, fourth,
and fifth deployments were combined to obtain a mean
spectrum at an approximate depth of 900m; time series
from all deployment periods were used for the mean
spectrum at a depth of roughly 1500m, and time series
from the first four deployments were used at a depth of
2200m. The mean spectra are compared with the cor-
responding prediction of the Garrett–Munk spectrum
(GM79; Munk 1981) (Fig. 9) using local values of
buoyancy frequencyN05 46 cpd and b5 1827 [e-folding
scale ofN(z)], obtained from the mean temperature and
salinity profiles from the CTD data.
The dominant spectral peak in the mean spectra is

found at the M2 tidal constituent along with smaller
peaks at the K1 and 2 3 M2 tidal frequencies. The peak
at the tidal harmonic might be generated by interaction

FIG. 7. Sections of (a),(b) Kr and (c),(d) Rv calculated from shipboard measurements during times when the
DWBC was present (So152, M53/3, and M62/1; left) and absent (M66/1 and So171; right). Each bar denotes one
station. Gray boxes denote bad data that were excluded from the analyses.
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energetic WBC region and on the flanks of eddies, e.g. the
profile at 38!W (Figure 2).
[19] The high mixing in the WBC region is also evident

in the density structure (Figure 3). At the position of the
repeated profile (43!120W), large overturns are present in
the depth range of the deep boundary current below 2000 m
in all repeats (Figure 3a); at the same time the diffusivities
derived from the finestructure shear exceed 10!3 m2 s!1,
the highest values found anywhere in the survey area
(Figure 3b).
[20] A comparison between the diffusivity estimates from

the repeated profile in the WBC location (Figure 4b) show
that the presence of these large overturns overestimates the
Thorpe scale diffusivities. The correspondence between the
respective profiles of Kr is better for the 5-repeats station at
the MAR. This indicates a considerable temporal variability
in the extend and frequency of the occurrence of density
inversions; the small number of repeats at the WBC location
is not adequate to form a meaningful average to justify the

application of the Thorpe scale parameterization to derive
diffusivites.

3. Discussion

[21] The small values of background Kr found in the
upper ocean and at mid depth are in accordance with
localized studies with microstructure probes [e.g., Kunze
and Sanford, 1996]; however, the spatial distribution of
elevated mixing is partly different to other observations:
While the elevated mixing found at the MAR (O(10!3 m2

s!1)) is very similar in magnitude and spatial extent to that
found by Polzin et al. [1997] at the MAR in the Brasil Basin
or by Mauritzen et al. [2002] in the subtropical Atlantic,
there is also intense mixing in the deep basins. This is partly
because the horizontal extent of the basins in the subpolar
North Atlantic is much smaller than in the subtropics, and

Figure 1. Turbulent diffusivity along the M59/2 cruise-
track across the isopycnals which separate the major
constituents of the NADW: sq = 27.74 boundary between
classical LSW and upper LSW; sq = 27.80 boundary
between LSW and GFZW; sq = 27.88 boundary between
GFZW and DSOW. Color scale is logarithmic and the same
for all plots.

Figure 2. Transatlantic section of turbulent diffusivities
located at 48! N. Added white lines are the isopycnals
mapped in Figure 1.

Figure 3. Transect across the WBC regime off Flemish
Cap. (a) Thickness and Thorpe scales of the detected
density inversions. (b) Diapycnal diffusivities Kr calculated
from finescale variance. Added white lines are the
isopycnals mapped in Figure 1.

L13605 WALTER ET AL.: MIXING IN THE NORTH ATLANTIC L13605
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Subpolar Atlantic (48°N)

(Köhler et al., 2014)

Overturn size and distribution and mixing 
strength from shear/strains show strong 
mixing events in the DWBC
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(Walter & Mertens 
2013)

WALTER AND MERTENS: NAC FINE STRUCTURE

Figure 1. (a) Map of the subpolar North Atlantic with schematic of the main paths of the North Atlantic Current in relation
to the Mid-Atlantic Ridge and the major fracture zones (schematic following Rhein et al. [2011]). Also shown is the position
of the repeat section, indicated by the conductivity-temperature-depth (CTD)/lowered acoustic Doppler current profiler
(LADCP) stations during Maria S. Merian cruise 9/1 in July/August 2008. Filled dots indicate stations with microstructure
data. (b) Hovmoeller diagrams of temporal evolution of NAC strength and position (shown is sign(u)

p
(u2 + v2), in m/s),

and surface eddy kinetic energy (EKE, m2 s–2) along the section from satellite altimetry. The cruise times are indicated by
vertical black lines.

of turbulent dissipation rates are better than 1 ! 10–9 W kg–1

[Schafstall et al., 2010].
[10] Finescale variance and derived properties (diapycnal

diffusivity K!, energy dissipation ") were computed spec-
trally from LADCP shear and CTD strain measurements
using the parameterization of Gregg et al. [2003], closely
following the implementation of Kunze et al. [2006] (see
supporting information), with slightly different integration
limits: The limits (60–320 m for shear and 25–150 m for
strain) were chosen to account for the different instrument
noise and vertical structure of velocity and density. They
exclude noise on the high-frequency end of the spectrum,
while maximizing the number of spectral values entering the
integration in order to reduce the uncertainty. The choice
of integration limits might be a concern [e.g., Waterman et
al., 2013]; however, our results are robust over a range of
integration limits, including the conservative values used by
Kunze et al. [2006]. Energy dissipation was determined from
turbulent diffusivity using the Osborn [1980] relation

K! = !
"

N2 , (1)

assuming a mixing efficiency of ! = 0.2.
[11] Dissipation estimates from the finescale parameter-

ization have been validated by comparison with the 2008
microstructure dissipation rates for the uppermost 800 to
1200 m at three locations (cf. Figure 1a). To this end,
the individual microstructure profiles at one position (2–3)
have been averaged, depth binned over the same depth
segments as the finescale estimates, and compared to the
profiles computed from the concurrent CTD/LADCP cast.
The comparisons yield in general a good agreement, except
for the mixed layer, where high dissipation cannot be ade-
quately predicted by the finestructure due to limitations
of the parameterization. All comparisons between averages
and individual profile pairs scatter less than a factor of
4, the accuracy of the finescale parameterization [Polzin
et al., 2002].

[12] Sea surface height (SSH) anomalies were obtained
using AVISO-updated delayed time multi-mission gridded
high-resolution (1/3ı Mercator grid) sea surface heights
computed with respect to a 7 year mean.

3. Results
3.1. Temporal Variability of the NAC

[13] At the location of the section, the SPF is gener-
ally found south of 52ıN (Figure 1b). During the three
occupations, the strongest eastward flow occurred between
50ıN and 51ıN (2008), approximately 51ı20’N (2010) and
49ı10’N (2011). In the latter 2 years, secondary branches
could be identified, south of the main branch at 49ıN in 2010
and north of it at 51ı400N in 2011 (Figures 1b and 2). At
this latitude, the NAC is deep reaching but surface intensi-
fied in the uppermost 500 m, with surface velocities of up to
80 cm s–1 (Figure 2). The strongest large-scale vertical shear
is found between 500 and 700 m depth. During the single-
branch situation in 2008 the direction of the flow was to the
southeast, while during the double-branch situations it was
to the northeast. Time series of surface eddy kinetic energy
(EKE) show a period of high mesoscale energy in the years
2008–2009, followed by a very quiet stretch in 2010 and
2011 with a weak NAC and only occasional eddy activity
(Figure 1b).

[14] The SPF is embedded in a highly variable eddy field
(Figure 1b). In 2008, the section crossed the SPF as well as
two eddies, a cyclone south of the front and an anticyclone
attached to the front (Figures 1b and 2). The maximum cur-
rent speed of > 70 cm s–1 occurred where the northern part
of the anticyclone coincided with the front. The cyclone in
comparison is weaker and shallower than the anticyclone,
although both have a barotropic component of a few cm/s.
No cyclone was observed in 2010; the strongest SSH signal
is found in the northern part, an anticyclone with the center
slightly southwest of the section. Farther south, the section
crosses a band of anticylonic structures between two cores.
In 2011, strong eddy activity was limited to the south, owing
to the relatively southern position of the main front. A large
double-core cyclone can be found at about 50ıN, intersected
at the weaker eastern core. The edge of an anticyclone is
observed at the southern end, with its center northeast of the
section (cf. Figure 2).

3.2. Internal Wave Energy
[15] The horizontal distribution of integrated finescale

variance along the section changes substantially between

4870

m2s-2

sign(u)∗√(u2 + v2)

ms-1
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Figure 3. Section of integrated shear variance in internal wave band (wavelength kz = 60–320 m) from LADCP in 2008,
2010, and 2011 normalized with the corresponding GM variance, with depth-integrated dissipation rate !int on top. Also
shown in white is velocity speed; contour interval is 0.1 m/s. Position of fronts are shown as vertical dashed (main front) and
dotted (secondary front) black lines. Horizontal bars at the bottom of the figures denote approximate extent of anticyclones
(red) and cyclones (blue) along section.
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WALTER AND MERTENS: NAC FINE STRUCTURE

Figure 3. Section of integrated shear variance in internal wave band (wavelength kz = 60–320 m) from LADCP in 2008,
2010, and 2011 normalized with the corresponding GM variance, with depth-integrated dissipation rate !int on top. Also
shown in white is velocity speed; contour interval is 0.1 m/s. Position of fronts are shown as vertical dashed (main front) and
dotted (secondary front) black lines. Horizontal bars at the bottom of the figures denote approximate extent of anticyclones
(red) and cyclones (blue) along section.
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WALTER AND MERTENS: NAC FINE STRUCTURE

Figure 4. Regime-averaged profiles of velocity speed, buoyancy frequency N2, shear/strain ratio R! , diapycnal diffusivity
K!, and energy dissipation ": subtropical gyre, south of the front (green, 23 profiles); NAC (red, 10 profiles); and subpolar
gyre, north of front (blue, 22 profiles). Indicated in the K! panel are the 90% confidence limits of the mean at the depth of
the maximum, computed by bootstrapping.

observed in anticyclones and directly at the SPF. This is
in accordance with the notion that anticyclones could trap
near-inertial internal waves because of the local change in
the effective inertial frequency and drain near-inertial energy
from the surface to the deep layer below the thermocline
[e.g., Kunze, 1985].

3.3. Energy Dissipation and Mixing
[17] For further discussion, we group the profiles from all

years into three regimes: the subtropical gyre (south of the
front, with a total of 23 profiles), the NAC frontal region
(10 profiles), and the subpolar gyre (north of front, 22 pro-
files). Mean profiles of diffusivity and dissipation in these
regimes (Figure 4) indicate the existence of three layers: the
upper ocean in and above the thermocline (< 1500 m), an
intermediate depth range below the thermocline (1500–3500
m), and the deep ocean close to the seafloor.

[18] The shallowest part of the MAR along the section
is at 3500 m depth. Although the stratification is above the
threshold for noise contamination by shear [cf. Kunze et al.,
2006], it is weak close to the bottom boundary (N less than
0.5 cph), and the intermittent occurrence of high shear/strain
ratios indicates a possible contamination by shear noise
below 3500 m depth. Further, the decreasing number of
contributing profiles generally leads to unstable averages at
these depths; thus, it should only be noted that (as expected)
mixing is strong (K! > 10–4 m2 s–1) and variable in the vicin-
ity of the rough bathymetry. The maximum in K! between
3700 and 4000 m for the frontal profiles is caused by a few
data points of the 2010 data, where the barotropic part of
the NAC causes high shear variances close to the seafloor
(Figures 2 and 3).

[19] In the thermocline and above, the dissipation rate
and diffusivity are closely linked to the stratification. The
dissipation has maximum values towards the surface and

decreases with depth. The NAC and the subtropical gyre are
almost identical in magnitude (2 !10–9 W kg–1) and gradi-
ent, but the subpolar profiles show a shallower structure with
weaker maximum (" 7! 10–10 W kg–1) in concurrence with
the structure of the thermocline. The turbulent diffusivity
over this range is more or less constant with depth and in
the order of 2 !10–5 m2 s–1 for the subpolar and 3 – 4 ! 10–5

m2 s–1 for the subtropical gyre and the NAC.
[20] In midwater, the average profiles of the diffusivity

and the dissipation rate from the subpolar and the subtropi-
cal gyres are fairly constant with depth (K! around 3 ! 10–5

m2 s–1, " between 1–2!10–10 W kg–1) down to approximately
2000 m, then start to increase towards the seafloor. The
structure below the NAC is remarkably different, consistent
with the horizontal distribution of shear variance: there is an
increase in both diffusivity and dissipation towards higher
values starting in the thermocline with elevated values in the
depth range between 1000 and 2000 m. In the depth range
between 1700 m and 2000 m, below the NAC core, K! has
a statistically significant maximum of " 0.6 ! 10–4 m2 s–1

compared to the averages in the north and south, with a 90%
confidence interval of 0.4 ! 10–4 m2 s–1 # K! # 0.8 ! 10–4

m2 s–1 at 1800 m depth. In the same depth " reaches 4!10–10

W kg–1; below this maximum, both parameters fall back to
the background found in the north and south. The frequency
content below the NAC is dominated by near-inertial motion
with vertical wavelength of about 200 m observed in the
velocity profiles.

[21] The depth-integrated dissipation rate "int is elevated
south of the front for all three realizations; maxima are found
directly at or slightly south of the strongest horizontal den-
sity gradients (Figure 3). In 2010, a secondary maximum
is found south of the weaker southern NAC branch. The
pattern as well as the magnitude of "int is in qualitative agree-
ment with the distribution of surface eddy kinetic energy
(Figure 1b): The quiet situations with regard to EKE in 2010
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Temporal variability: seasonal cycle 

the Brazil Basin [Polzin et al., 1997]. Other notable examples
of elevated dissipation rates in Figure 1 that also exhibit high
tidal kinetic energy [Egbert and Ray, 2003] include the North
Madagascar Ridge, the Southeast Bay of Bengal, the Aleutian
Ridge, the Izu-Ogasawara-Mariana Ridge, South Georgia
Ridge, the ridges north and south of New Zealand, and near
Tahiti. Most previous in situ observations and model-derived
global maps of the tidal energy dissipation rate [St. Laurent
et al., 2002], have highlighted mixing near rough topogra-
phy in the abyssal ocean, the correlation presented here in the
upper ocean is particularly striking.
[15] Wind energy contributing to the internal wave field can

originate from storms and wind bursts, adding energy to the
mixed layer near the inertial frequency, and triggering internal
waves that dissipate energy as they propagate downward
[Alford et al., 2012]. Comparison of the median dissipation
rate with the mixed layer near-inertial energy from Chaigneau
et al. [2008] suggests a relationship consistent with this pro-
cess. The higher the near-inertial mixed layer energy, the
higher the median ! for a given topographic roughness
(Figure 3c).
[16] The Northwest Pacific is one example of a region with

both excellent Argo coverage, and notably elevated winter
near-inertial mixed layer energy [Chaigneau et al., 2008].
Here we find a dissipation rate that is consistently higher north
of 20! during the winter (January–March) compared to the
summer (July–September) (Figures 4a and 4b). The difference
is especially pronounced near the Kuroshio Extension. This
is consistent with the seasonal cycle of storm activity in
the Pacific, resulting in internal waves and an elevated

dissipation rate. Averaging our Argo-derived dissipation
rate over 5! latitudinal bands between 350–450 m, 150!E and
170!W reveals a clear seasonal cycle in each band (Figure 4c).
This depth range is the deepest available in this region, chosen
to avoid seasonal surface stratification changes missed in the
screening process. The magnitude of the average dissipation
rate varies, with highest values in the band closest to the
equator between 25!–30!. The seasonal cycle in mixed-layer
near-inertial energy is compared with the seasonal cycle in
the dissipation rate between 350–450 m and 150!E–170!W
shifted 50 days later (Figure 4d). The average seasonal
mixed layer near-inertial energy demonstrates a clear corre-
lation with the delayed cycle in !. Previous studies of storm-
generated high mode near inertial waves [D’Asaro et al.,
1995] indicate that this is a reasonable time lag for these
waves to propagate 400 m below the ocean surface.
[17] Areas of very high eddy kinetic energy also demon-

strate a heightened dissipation rate in Figure 1 that is not
directly attributable to mixing over rough topography, nor to
wind or tidal energy. Comparing dissipation levels between
250–1,000 m and eddy kinetic energy values derived from
surface drifter velocities (R. Lumpkin, personal communi-
cation��������� LQGLFDWHV D� JOREDO UHODWLRQVKLS EHWZHHQ WKH
two (Figure 3d). Specific examples include, the energetic
current extensions of the Gulf Stream, the Kuroshio, East
Australian Current, and Agulhas. The heightened mixing in
these localized areas may be due to internal waves interacting
with the high concentration of eddies [Padman et al., 1990;
Kunze, 1995], internal waves generated from topography-
eddy interactions [Nikurashin and Ferrari, 2010; Liang and

Figure 4. Seasonal cycle of the dissipation rate for the Northwest Pacific. (a, b) Spatial comparison of the winter and
summer dissipation rate patterns between 350–450 m; (c) time series average of dissipation rate between 150!E and 170!W,
over 5! bands of latitude, between depths of 350–450 m, with lightly colored confidence intervals; and (d) seasonally aver-
aged mixed layer near-inertial energy in the region 150!E–170!W, 25!–50!N (gray bars) and the average dissipation rate
in the same region between 350–450 m, seasonally averaged with a 50-day lag (blue line). The 90% bootstrapped confidence
intervals are shown in Figures 4c and 4d.
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ebb tide. The relative frequency of occurrence of overturns then is
higher than during flood, and the probability of large overturns is
higher (Fig. 13). Notably, there is a strong increase in LT at the top
edge of the plume layer which is not evident in the flood records
(Fig. 12b). This increase is reflected in the coinciding rise of
dissipation rates (Fig. 12c) and turbulent diffusivities (Fig. 12d) at

the same depth. Both quantities are strongly elevated in the
plume range and below during ebb tide, with maximum values of
e410!7 W kg!1 and Kr410!2 m2 s!1. During flood, there is no
marked jump at the upper edge of the plume, and e and Kr
increase slowly towards their respective maxima in the center of
the plume range at about 2800 m depth, where flood and ebb
values attain similar magnitudes. Below these maxima, the
divergence between ebb and flood increases again. The average
turbulent diffusivity from all five tow-yo casts in the plume layer
regardless of tidal state amounts to Kr ¼ 4# 10!2 m2 s!1.

The occurrence of overturns is highly intermittent during the
casts, and there is no direct link between presence of plume
signals in a profile and the occurrence of overturns (Fig. 5, cf.
Table 1), despite the sharp gradient in dissipation and diffusivity
at the top of the plume layer. Large inversion during flood tide
arose predominantly during cast 1265 (Fig. 5b), where the wave
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Fig. 11. Rising plume profile (Meteor 62/5,1237); profiles of potential temperature
(red), potential density relative to 3000 dbar (green), salinity (purple), and Thorpe
displacements (black); non-buoyant plume range is shaded in gray. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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site (Fig. 1b).
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Important (open) Questions:

• What is the temporal variability of the spectral characteristics of the 
deep ocean internal wave field? 

• What is the role of regional and temporal variability in forcing? 

• How does variability in the internal wave field affect observable spectral 
properties used in finescale parameterizations of mixing?
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