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cur immediately after the cause or much later. The definition
encompasses equilibrium properties with threshold behavior as
well as critical rates of forcing. In its equilibrium application, it
includes all orders of phase transition and the most common
bifurcations found in nature: saddle-node and Hopf bifurcations.
The definition could in principle be applied at any time, e.g., in
Earth’s history. The feature of the system and the parameter(s)
that influence it need not be climate variables. Critical condi-
tions may be reached autonomously (without human interfer-
ence), and natural variability could trigger a qualitative change.

Here we restrict ourselves to tipping elements that may be
accessed by human activities and are potentially relevant to
current policy. We define the subset of policy-relevant tipping
elements by adding to condition 1 the following conditions:

2. Human activities are interfering with the system ! such that
decisions taken within a ‘‘political time horizon’’ (TP " 0) can
determine whether the critical value for the control !crit is
reached. This occurs at a critical time (tcrit) that is usually
within TP but may be later because of a commitment to further
change made during TP.

3. The time to observe a qualitative change plus the time to
trigger it lie within an ‘‘ethical time horizon’’ (TE); tcrit # T "
TE. TE recognizes that events too far away in the future may
not have the power of influencing today’s decisions.

4. A significant number of people care about the fate of the
component !, because it contributes significantly to the
overall mode of operation of the Earth system (such that
tipping it modifies the qualitative state of the whole system),
it contributes significantly to human welfare (such that tipping
it impacts on many people), or it has great value in itself as
a unique feature of the biosphere. A qualitative change
should correspondingly be defined in terms of impacts.

Conditions 2–4 give our definition of a policy-relevant tipping
element an ethical dimension, which is inevitable because a focus
on policy requires the inclusion of normative judgements. These
enter in the choices of the political time horizon (TP), the ethical
time horizon (TE), and the qualitative change that fulfills con-
dition 4. We suggest a maximum TP $ 100 years based on the
human life span and our (limited) ability to consider the world
we are leaving for our grandchildren, noting also the Intergov-
ernmental Panel on Climate Change (IPCC) focus on this
timescale. We suggest TE $ 1,000 years based on the lifetime of
civilizations, noting that this is longer than the timescale of

nation states and current political entities. Thus, we focus on the
consequences of decisions enacted within this century that
trigger a qualitative change within this millennium, and we
exclude tipping elements whose fate is decided after 2100.

In the limit #! 3 0, condition 1 would only include vanishing
equilibria and first-order phase transitions. Instead we consider
that a ‘‘small’’ perturbation #! should not exceed the magnitude
of natural variability in !. Considering global temperature,
climate variability on interannual to millennial timescales is
0.1–0.2°C. Alternatively, a popular target is to limit anthropo-
genic global mean temperature increase to 2°C, and we take a
‘‘small’’ perturbation to be 10% of this. Either way, #! $ 0.2°C
seems reasonable.

One useful way of classifying tipping elements is in terms of
the time, T, over which a qualitative change is observed: (i) rapid,
abrupt, or spasmodic tipping occurs if the observation time is
very small compared with TP (but T % 0); (ii) gradual or episodic
tipping occurs if the observation time is intermediate (e.g., of
order TP); and (iii) slow or asymptotic tipping occurs if the
observation time is very long (in particular, T 3 TE).

Several key questions arise. What are the potential policy-
relevant tipping elements of the Earth system? And for each:
What is the mechanism of tipping? What is the key feature F of
interest? What are the parameter(s) projecting onto the control
!, and their value(s) near !crit? How long is the transition time
T? What are the associated uncertainties?

Policy-Relevant Tipping Elements in the Climate System
Earth’s history provides evidence of nonlinear switches in state
or modes of variability of components of the climate system
(6–10). Such past transitions may highlight potential tipping
elements under anthropogenic forcing, but the boundary con-
ditions under which they occurred were different from today,
and anthropogenic forcing is generally more rapid and often
different in pattern (11). Therefore, locating potential future
tipping points requires some use of predictive models, in com-
bination with paleodata and/or historical data.

Here we focus on policy-relevant potential future tipping
elements in the climate system. We considered a long list of
candidates (Fig. 1, Table 1), and from literature review and the
aforementioned workshop, we identified a short list of candi-
dates that meet conditions 1–4 (top nine rows in Table 1). To
meet condition 1, there needed to be some theoretical basis ("1
model study) for expecting a system to exhibit a critical threshold

Fig. 1. Map of potential policy-relevant
tipping elements in the climate system, up-
dated from ref. 5 and overlain on global
population density. Subsystems indicated
could exhibit threshold-type behavior in re-
sponse to anthropogenic climate forcing,
where a small perturbation at a critical point
qualitatively alters the future fate of the
system. They could be triggered this century
and would undergo a qualitative change
within this millennium. We exclude from the
map systems in which any threshold appears
inaccessible this century (e.g., East Antarctic
Ice Sheet) or the qualitative change would
appear beyond this millennium (e.g., marine
methane hydrates). Question marks indicate
systems whose status as tipping elements is
particularly uncertain.
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The term ‘‘tipping point’’ commonly refers to a critical threshold at which a tiny perturbation can qualitatively alter the state or
development of a system. Here we introduce the term ‘‘tipping element’’ to describe large-scale components of the Earth system that
may pass a tipping point. We critically evaluate potential policy-relevant tipping elements in the climate system under anthropogenic
forcing, drawing on the pertinent literature and a recent international workshop to compile a short list, and we assess where their tipping
points lie. An expert elicitation is used to help rank their sensitivity to global warming and the uncertainty about the underlying physical
mechanisms. Then we explain how, in principle, early warning systems could be established to detect the proximity of some tipping points.

Earth system " tipping points " climate change " large-scale impacts " climate policy

H uman activities may have the potential to push com-
ponents of the Earth system past critical states into
qualitatively different modes of operation, implying
large-scale impacts on human and ecological systems.

Examples that have received recent attention include the po-
tential collapse of the Atlantic thermohaline circulation (THC)
(1), dieback of the Amazon rainforest (2), and decay of the
Greenland ice sheet (3). Such phenomena have been described
as ‘‘tipping points’’ following the popular notion that, at a
particular moment in time, a small change can have large,
long-term consequences for a system, i.e., ‘‘little things can make
a big difference’’ (4).

In discussions of global change, the term tipping point has
been used to describe a variety of phenomena, including the
appearance of a positive feedback, reversible phase transitions,
phase transitions with hysteresis effects, and bifurcations where
the transition is smooth but the future path of the system
depends on the noise at a critical point. We offer a formal
definition, introducing the term ‘‘tipping element’’ to describe
subsystems of the Earth system that are at least subcontinental
in scale and can be switched—under certain circumstances—
into a qualitatively different state by small perturbations. The
tipping point is the corresponding critical point—in forcing and
a feature of the system—at which the future state of the system
is qualitatively altered.

Many of the systems we consider do not yet have convincingly
established tipping points. Nevertheless, increasing political
demand to define and justify binding temperature targets, as well
as wider societal interest in nonlinear climate changes, makes it
timely to review potential tipping elements in the climate system
under anthropogenic forcing (5) (Fig. 1). To this end, we
organized a workshop entitled ‘‘Tipping Points in the Earth
System’’ at the British Embassy, Berlin, which brought together
36 leading experts, and we conducted an expert elicitation that
involved 52 members of the international scientific community.
Here we combine a critical review of the literature with the
results of the workshop to compile a short list of potential
policy-relevant future tipping elements in the climate system.
Results from the expert elicitation are used to rank a subset of
these tipping elements in terms of their sensitivity to global
warming and the associated uncertainty. Then we consider the
prospects for early warning of an approaching tipping point.

Defining a Tipping Element and Its Tipping Point
Previous reviews (6–10) have defined ‘‘abrupt climate change’’
as occurring ‘‘when the climate system is forced to cross some

threshold, triggering a transition to a new state at a rate
determined by the climate system itself and faster than the
cause’’ (8), which is a case of bifurcation (i.e., one that focuses
on equilibrium properties, implying some degree of irreversibil-
ity). We have formulated a much broader definition of a tipping
element, because (i) we wish to include nonclimatic variables; (ii)
there may be cases where the transition is slower than the
anthropogenic forcing causing it; (iii) there may be no abrupt-
ness, but a slight change in control may have a qualitative impact
in the future; and (iv) for several important phase changes,
state-of-the-art models differ as to whether the transition is
reversible or irreversible (in principle).

We consider ‘‘components’’ (!) of the Earth system that are
associated with a specific region (or collection of regions) of the
globe and are at least subcontinental in scale (length scale of
order "1,000 km). A full formal definition of a tipping element
is given in supporting information (SI) Appendix 1. For the cases
considered herein, a system ! is a tipping element if the
following condition is met:

1. The parameters controlling the system can be transparently
combined into a single control !, and there exists a critical
control value !crit from which any significant variation by "! #
0 leads to a qualitative change (F̂) in a crucial system feature
F, after some observation time T # 0, measured with respect
to a reference feature at the critical value, i.e.,

"F$! # !crit $ "! "T% % F$!crit"T% " # F̂ & 0. [1]

This inequality applies to forcing trajectories for which a slight
deviation above a critical value that continues for some time
inevitably induces a qualitative change. This change may oc-
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(!crit) at a subcontinental scale, and/or past evidence of threshold
behavior. Where the proposed !crit could be meaningfully related
to temperature, condition 2 was evaluated based on an ‘‘acces-
sible neighborhood’’ of global temperatures from the IPCC (12)
of 1.1–6.4°C above 1980–1999 that could be committed to over
the next TP ! 100 years, and on recognition that transient
warming is generally greater toward the poles and greater on
land than in the ocean. Condition 3 was evaluated on the basis
of model projections, known shortcomings of the models,
and paleodata. Our collective judgement was used to evaluate
condition 4.

Our short list differs from that of the IPCC (ref. 12, chapter
10, especially p. 775 ff, p. 818 ff) because our definition and
criteria differ from, and are more explicit than, the IPCC notion
of abrupt climate change. The evidence base we use is also
slightly different because it encompasses some more recent
studies. The authors of this paper and the workshop participants
are a smaller group of scientists than the IPCC members, the
groups are only partially overlapping, and our analysis was
undertaken largely in parallel. We seek to add value to the IPCC
overview by injecting a more precise definition and undertaking
a complementary, in-depth evaluation.

We now discuss the entries that made our short list and seek
to explain significant discrepancies from the IPCC where they

arise. Those candidates that did not make the short list (and why)
are discussed in SI Appendix 2.

Arctic Sea-Ice. As sea-ice melts, it exposes a much darker ocean
surface, which absorbs more radiation–amplifying the warming.
Energy-balance models suggest that this ice-albedo positive
feedback can give rise to multiple stable states of sea-ice (and
land snow) cover, including finite ice cap and ice-free states, with
ice caps smaller than a certain size being unstable (13). This
small ice-cap instability is also found in some atmospheric
general circulation models (AGCMs), but it can be largely
eliminated by noise due to natural variability (14). The instability
is not expected to be relevant to Southern Ocean sea-ice because
the Antarctic continent covers the region over which it would be
expected to arise (15). Different stable states for the flow rate
through the narrow outlets that drain parts of the Arctic basin
have also been found in a recent model (16). For both summer
and winter Arctic sea-ice, the area coverage is declining at
present (with summer sea-ice declining more markedly; ref. 17),
and the ice has thinned significantly over a large area. Positive
ice-albedo feedback dominates external forcing in causing the
thinning and shrinkage since 1988, indicating strong nonlinearity
and leading some to suggest that this system may already have
passed a tipping point (18), although others disagree (19). In
IPCC projections with ocean-atmosphere general circulation

Table 1. Policy-relevant potential future tipping elements in the climate system and (below the empty line) candidates that we
considered but failed to make the short list*

Tipping element

Feature of
system, F

(direction of
change)

Control
parameter(s), !

Critical
value(s),† !crit

Global
warming†‡

Transition
timescale,† T Key impacts

Arctic summer sea-ice Areal extent (") Local #Tair, ocean heat
transport

Unidentified§ $0.5–2°C %10 yr (rapid) Amplified warming,
ecosystem change

Greenland ice sheet (GIS) Ice volume (") Local #Tair $%3°C $1–2°C &300 yr (slow) Sea level $2–7 m
West Antarctic ice sheet

(WAIS)
Ice volume (") Local #Tair, or less

#Tocean

$%5–8°C $3–5°C &300 yr (slow) Sea level $5 m

Atlantic thermohaline
circulation (THC)

Overturning (") Freshwater input to N
Atlantic

$0.1–0.5 Sv $3–5°C %100 yr (gradual) Regional cooling, sea level,
ITCZ shift

El Niño–Southern
Oscillation (ENSO)

Amplitude ($) Thermocline depth,
sharpness in EEP

Unidentified§ $3–6°C %100 yr (gradual) Drought in SE Asia and
elsewhere

Indian summer monsoon
(ISM)

Rainfall (") Planetary albedo over
India

0.5 N/A %1 yr (rapid) Drought, decreased carrying
capacity

Sahara/Sahel and West
African monsoon (WAM)

Vegetation fraction
($)

Precipitation 100 mm/yr $3–5°C %10 yr (rapid) Increased carrying capacity

Amazon rainforest Tree fraction (") Precipitation, dry
season length

1,100 mm/yr $3–4°C %50 yr (gradual) Biodiversity loss, decreased
rainfall

Boreal forest Tree fraction (") Local #Tair $%7°C $3–5°C %50 yr (gradual) Biome switch

Antarctic Bottom Water
(AABW)*

Formation (") Precipitation–
Evaporation

$100 mm/yr Unclear¶ %100 yr (gradual) Ocean circulation, carbon
storage

Tundra* Tree fraction ($) Growing degree days
above zero

Missing! — %100 yr (gradual) Amplified warming, biome
switch

Permafrost* Volume (") #Tpermafrost Missing! — '100 yr (gradual) CH4 and CO2 release
Marine methane

hydrates*
Hydrate volume (") #Tsediment Unidentified§ Unclear¶ 103 to 105 yr (&TE) Amplified global warming

Ocean anoxia* Ocean anoxia ($) Phosphorus input to
ocean

$%20% Unclear¶ %104 yr (&TE) Marine mass extinction

Arctic ozone* Column depth (") Polar stratospheric
cloud formation

195 K Unclear¶ '1 yr (rapid) Increased UV at surface

N, North; ITCZ, Inter-tropical Convergence Zone; EEP, East Equatorial Pacific; SE, Southeast.
*See SI Appendix 2 for more details about the tipping elements that failed to make the short list.
†Numbers given are preliminary and derive from assessments by the experts at the workshop, aggregation of their opinions at the workshop, and review of the
literature.

‡Global mean temperature change above present (1980–1999) that corresponds to critical value of control, where this can be meaningfully related to global
temperature.

§Meaning theory, model results, or paleo-data suggest the existence of a critical threshold but a numerical value is lacking in the literature.
¶Meaning either a corresponding global warming range is not established or global warming is not the only or the dominant forcing.
!Meaning no subcontinental scale critical threshold could be identified, even though a local geographical threshold may exist.
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is to the Arctic with summer sea-ice loss likely to occur long
before (and potentially contribute to) GIS melt. Tipping ele-
ments in the tropics, the boreal zone, and West Antarctica are
surrounded by large uncertainty and, given their potential
sensitivity, constitute candidates for surprising society. The
archetypal example of a tipping element, the THC appears to be
a less immediate threat, but the long-term fate of the THC under
significant warming remains a source of concern (99).

The Prospects for Early Warning
Establishing early warning systems for various tipping elements
would clearly be desirable, but can !crit be anticipated before we
reach it? In principle, an incipient bifurcation in a dynamical
system could be anticipated (100), by looking at the spectral
properties of time series data (101), in particular, extracting the
longest system-immanent timescale (") from the response of the
system to natural variability (102). Systems theory reveals (Fig.
2A) (i) that those tipping points that represent a bifurcation are
universally characterized by "3 ! at the threshold, and (ii) that
in principle " could be reconstructed through methods of time
series analysis. Hence a ‘‘degenerate fingerprinting’’ method has
been developed for anticipating a threshold in a spatially ex-
tended system and applied to the detection of a threshold in the
Atlantic THC, by using time series output from a model of
intermediate complexity (102) (Fig. 2B).

These studies reveal that if a system is forced slowly (keeping
it in quasi-equilibrium), proximity to a threshold may be inferred
in a model-independent way. However, if the system is forced
faster (as is probably the case for the THC today), a dynamical
model will also be needed. Even if there is no bifurcation,
determining " is still worthwhile because it determines the
system’s linear response characteristics to external forcing, and
transitions that are not strictly bifurcations are expected to
resemble bifurcation-type behavior to a certain degree. For
strongly resource-limited ecosystems that show self-organized
patchiness, their observable macrostructure may also provide an
indication of their proximity to state changes (103).

If a forewarning system for approaching thresholds is to
become workable, then real-time observation systems need to
be improved (e.g., building on the Atlantic THC monitoring at
26.5°N). For slow transition systems, notably ocean and ice
sheets, observation records also need to be extended further
back in time (e.g., for the Atlantic beyond the "150-year SST
record). Analysis of extended time series data could then be
used to improve models (104), e.g., an effort to determine the
Atlantic’s " and assimilate it into ocean models could reduce
the vast intra- and intermodel (44) spread regarding the
proximity to a tipping point (102).

Conclusion
Society may be lulled into a false sense of security by smooth
projections of global change. Our synthesis of present knowledge
suggests that a variety of tipping elements could reach their
critical point within this century under anthropogenic climate
change. The greatest threats are tipping the Arctic sea-ice and
the Greenland ice sheet, and at least five other elements could
surprise us by exhibiting a nearby tipping point. This knowledge
should influence climate policy, but a full assessment of policy
relevance would require that, for each potential tipping element,
we answer the following questions: Mitigation: Can we stay clear
of !crit? Adaptation: Can F̂ be tolerated?

The IPCC provides a thorough overview of mitigation (105)
and adaptation (106) work upon which such a policy assess-
ment of tipping elements could be built. Given the scale of
potential impacts from tipping elements, we anticipate that
they will shift the balance toward stronger mitigation and
demand adaptation concepts beyond incremental approaches
(107, 108). Policy analysis and implementation will be ex-

tremely challenging given the nonconvexities in the human-
environment system (109) that will be enhanced by tipping
elements, as well as the need to handle intergenerational
justice and interpersonal equity over long periods and under
conditions of uncertainty (110). A rigorous study of potential
tipping elements in human socioeconomic systems would also
be welcome, especially to address whether and how a rapid
societal transition toward sustainability could be triggered,
given that some models suggest there exists a tipping point for
the transition to a low-carbon-energy system (111).

It seems wise to assume that we have not yet identified all
potential policy-relevant tipping elements. Hence, a systematic
search for further tipping elements should be undertaken,
drawing on both paleodata and multimodel ensemble studies.
Given the large uncertainty that remains about tipping ele-
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Fig. 2. Method for estimating the proximity to a tipping point. (A) Schematic
approach: The potential wells represent stable attractors, and the ball, the
state of the system. Under gradual anthropogenic forcing (progressing from
dark to light blue potential), the right potential well becomes shallower and
finally vanishes (threshold), causing the ball to abruptly roll to the left. The
curvature of the well is inversely proportional to the system’s response time "
to small perturbations. ‘‘Degenerate fingerprinting’’ (102) extracts " from the
system’s noisy, multivariate time series and forecasts the vanishing of local
curvature. (B) Degenerate fingerprinting ‘‘in action’’: Shown is an example for
the Atlantic meridional overturning circulation. (Upper) Overturning strength
under a 4-fold linear increase of atmospheric CO2 over 50,000 years in the
CLIMBER-2 model with weak, stochastic freshwater forcing. Eventually, the
circulation collapses without early warning. (Lower) Overturning replaced by
a proxy of the shape of the potential (as in A). Although the signal is noisier
in Lower than it is in Upper, it allows forecasting of the location of the
threshold (data taken from ref. 102). The solid green line is a linear fit, and the
dashed green lines are 95% error bars.
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Figure 5. Localized turbulence seed at Re = 400. (a) The streamwise velocity in the y = 0
plane, emphasizing the streaky structures. in space and energy, and their fairly slow dynamics.
The bottom frames highlight the localization in downstream (b) and spanwise (c) directions,
by showing the energy averaged over the transverse directions. Shown are two results for two
different box sizes: the central parts are similar and the larger boxes allow to follow the drop
in energy further down. Note that the localization is exponential in the downstream direction
and faster than exponential in the spanwise direction.

shows a streaky structure and combines the localization features observed in long but
narrow and in short but wide domains: it is exponentially localized in streamwise
direction (figure 5b) and super exponentially in spanwise direction (figure 5c). The
overlap of the data shows that both spatial extensions and energy distributions are
dynamically selected and independent of the size of the computational domain.

The fully localized edge state is not stationary or a travelling wave but shows
chaotic temporal and spatial variations. As for the edge states identified in short
segments of pipe flow (Schneider & Eckhardt 2006; Schneider et al. 2007), the mild
chaotic variations can be clearly distinguished from turbulence because of their limited
variability in space and energy, and their fairly slow dynamics.

The significance of the localized edge state lies in their finite size which defines
the length, width and topology of marginally self-sustained perturbations. They are
the smallest self-sustained structures away from the laminar profile and are critical
in the sense that weaker perturbations will decay and stronger ones will increase to
become turbulent. In the full state space of the system it is their stable manifold that
separates laminar from turbulent dynamics. Interestingly, the size of this edge state is
also very close to the minimal spot size required to stimulate growth at constant front
velocity determined experimentally in (Tillmark & Alfredsson 1992): their figure 9
shows linear growth for spots with a half widths of 10 and a length of 25.

The dynamical relevance of these localized edge states for the transition is further
clarified in figure 6 where the evolution from an edge state into a turbulent spot
is presented. As the flow becomes turbulent the time traces of the spatial extension
(length and width) and of the energy density stored in the perturbation field reveal
two stages of the transition process: First, the energy increases while maintaining the
size of the spot, and only once the interior has reached turbulence level does it start to
grow in width and length. Thus, the structure has to become turbulent locally before it
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Abstract The Ghil–Sellers model, a diffusive one-
dimensional energy balance model of Earth’s climate, fea-

tures—for a considerable range of the parameter descriptive

of the intensity of the incoming radiation—two stable cli-
mate states, where the bistability results from the celebrated

ice-albedo feedback. The warm state is qualitatively similar

to the present climate, while the cold state corresponds to
snowball conditions. Additionally, in the region of bista-

bility, one can find unstable climate states. We find such

unstable states by applying for the first time in a geophysical
context the so-called edge tracking method, which has been

used for studying multiple coexisting states in shear flows.

This method has a great potential for studying the global
instabilities in multistable systems, and for providing cru-

cial information on the possibility of transitions when

forcing is present. We examine robustness, efficiency, and
accuracy properties of the edge tracking algorithm. We find

that the procedure is the most efficient when taking a single

bisection per cycle. Due to the strong diffusivity of the
system, the transient dynamics, is approximately confined

to the heteroclininc trajectory, connecting the fixed unstable
and stable states, after relatively short transient times. Such

a constraint dictates a functional relationship between

observables. We characterize such a relationship between
the global average temperature and a descriptor of

nonequilibrium thermodynamics, the large scale tempera-
ture gradient between low and high latitudes. We find that a

maximum of the temperature gradient is realized at the

same value of the average temperature, about 270 K, lar-
gely independent of the strength of incoming solar radia-

tion. Due to this maximum, a transient increase and

nonmonotonic evolution of the temperature gradient is
possible and not untypical. We also examine the structural

properties of the system defined by bifurcation diagrams

describing the equilibria depending on a system parameter
of interest, here the solar strength. We construct new

bifurcation diagrams in terms of quantities relevant for

describing thermodynamic properties such as the tempera-
ture gradient and the material entropy production due to

heat transport. We compare our results for the energy bal-

ance model to results for the intermediate complexity
general circulation model the Planet Simulator and find an

interesting qualitative agreement.

Keywords Edge tracking ! Global instability ! Tipping
point ! Nonequilibrium thermodynamics ! Energy balance

model

1 Introduction

In systems possessing multiple steady states, external per-

turbations can induce transition from one state to another.
Near tipping points, small perturbations can cause large

variations in the statistical properties of the system. The

understanding of the properties of multistable systems and
of the mechanisms behind the transitions between the

various co-existing steady states is an emerging field of

interest in many mathematical, natural science, and engi-
neering contexts.
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½T" in the cold state and a reduced range of bistability. The

quadratic tangency locally e.g. at lw!c is fairly well-visible
in Fig. 7a. From Eq. (10) it can be derived as follows:

l ¼ f$1ð½T"Þ ' r̂ðTw!cÞT4
w!c

Q̂½1$ âðTw!cÞ"

þ 1

2

d2l

d½T "2

!!!!!
Tw!c

ð½T " $ Tw!cÞ2;
ð19Þ

where Tw!c ¼ fWðlw!cÞ. This feature of a saddle-node-type

bifurcation is a robust one in the climate model hierarchy, as
exemplified for the intermediate complexity GCM PlaSim by

Fig. 1 of Lucarini et al. (2010). Such an observation was made

early on by Wetherald and Manabe (1975). We mention that
Zaliapin and Ghil (2010) explored the dependence of the

position lw!c of the tipping point and its ‘sharpness’

d2l=d½T "2jTw!c
on another parameter, which can be related

most closely to our (maximal) slope max½dâ=d½T"". (Strictly
speaking the latter is not a parameter, nevertheless, a func-

tional relationship between this and other diagnostic quanti-
ties could indeed be constructed).

The quadratic tangency of the saddle-node bifurcation of

½T" is inherited by DT and _smat, although it is not so obvious
in Fig. 7b, c: the respective warm and unstable branches

meet in rather sharp points. To see why, first we note that

we have a relationship between the slopes through the
chain rule of differentiation:

dDT

dl
¼ dDT

d½T "
d½T"
dl

: ð20Þ

The connection is provided by the function gð½T ";DTÞ ¼ 0.

The sign of the slope at the tipping point dDT=d½T "j½T "¼Tw!c

¼ ðdg=d½T"Þ=ðdg=dDTÞjð½T ";DTÞ¼ðTw!c;DTw!cÞ, where gðTw!c;

DTw!cÞ ¼ 0, determines whether the ‘vertical’ order of the

stable and unstable branches of the diagram of DT with
respect to that of ½T" flips in the vicinity of the tipping

point. When it does flip, dWðlÞ (dUðlÞ) becomes a convex

(concave) function, while fWðlÞ (fUðlÞ) remains concave
(convex). The bifurcation diagram prompts that

dDT=d½T "j½T "¼Tw!c
is negative, however, it should be rela-

tively small because of the sharp tipping point. Indeed Fig.
8 shows that for amax ¼ 0:6 the maximum of DT occurs

very near the tipping point. In the same figure the cases of

amax ¼ 0:5 and the original 0.85 are also represented,
showing that the slopes dDT=d½T"j½T "¼Tw!c

have opposite

signs, and are not negligible. Accordingly, we observe the

opposite vertical order of the W and U branches, and the
quadratic tangency in both cases is well visible (not shown,

although for the original amax ¼ 0:85 qualitatively similar

results are shown by Fig. 7 of Ghil (1976) for a similar
quantity lim

t!1
½Tðx ¼ 0; tÞ $ Tðx ¼ 1; tÞ").

We can extend this analysis to the entropy production.

Considering the approximation (14), the slope is obtained
as:

d _smat

dl
' DT

½T "2

"

2k̂ð½T"Þ dDT

d½T " $
DT

½T "

" #

þ DT
dk̂

d½T "

#
d½T"
dl

:

ð21Þ

This reveals that the flipping of the stable and unstable
branches, when varying e.g. amax, is controlled not only by

the sign of the slope dDT=d½T"j½T "¼Tw!c
, but also by the ratio

DT=½T" and by the slope dk̂=d½T"j½T "¼Tw!c
. However, the

latter is negligible here, and also DT=½T " is a relatively
small value typically, and so the vertical order of the W and

U branches of the diagrams of DT and _smat are always the

same, except for a very short range of amax. The diagrams
for amax ¼ 0:6 in Fig. 7b, c admit the same vertical order.
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1d EBM (1)
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Abstract The Ghil–Sellers model, a diffusive one-
dimensional energy balance model of Earth’s climate, fea-

tures—for a considerable range of the parameter descriptive

of the intensity of the incoming radiation—two stable cli-
mate states, where the bistability results from the celebrated

ice-albedo feedback. The warm state is qualitatively similar

to the present climate, while the cold state corresponds to
snowball conditions. Additionally, in the region of bista-

bility, one can find unstable climate states. We find such

unstable states by applying for the first time in a geophysical
context the so-called edge tracking method, which has been

used for studying multiple coexisting states in shear flows.

This method has a great potential for studying the global
instabilities in multistable systems, and for providing cru-

cial information on the possibility of transitions when

forcing is present. We examine robustness, efficiency, and
accuracy properties of the edge tracking algorithm. We find

that the procedure is the most efficient when taking a single

bisection per cycle. Due to the strong diffusivity of the
system, the transient dynamics, is approximately confined

to the heteroclininc trajectory, connecting the fixed unstable
and stable states, after relatively short transient times. Such

a constraint dictates a functional relationship between

observables. We characterize such a relationship between
the global average temperature and a descriptor of

nonequilibrium thermodynamics, the large scale tempera-
ture gradient between low and high latitudes. We find that a

maximum of the temperature gradient is realized at the

same value of the average temperature, about 270 K, lar-
gely independent of the strength of incoming solar radia-

tion. Due to this maximum, a transient increase and

nonmonotonic evolution of the temperature gradient is
possible and not untypical. We also examine the structural

properties of the system defined by bifurcation diagrams

describing the equilibria depending on a system parameter
of interest, here the solar strength. We construct new

bifurcation diagrams in terms of quantities relevant for

describing thermodynamic properties such as the tempera-
ture gradient and the material entropy production due to

heat transport. We compare our results for the energy bal-

ance model to results for the intermediate complexity
general circulation model the Planet Simulator and find an

interesting qualitative agreement.
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1 Introduction

In systems possessing multiple steady states, external per-

turbations can induce transition from one state to another.
Near tipping points, small perturbations can cause large

variations in the statistical properties of the system. The

understanding of the properties of multistable systems and
of the mechanisms behind the transitions between the

various co-existing steady states is an emerging field of

interest in many mathematical, natural science, and engi-
neering contexts.
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However, in a strongly diffusive model the diffusive term

has a relatively small contribution to this eigenvalue.

Appendix 2 sheds more light onto the relationship of the
finite- and infinite-DOF models, and also on the concepts

of dynamical systems theory that we used here, such as

those of the phase space, basin boundary, heteroclininc
orbit, eigenvector, etc.

For our purpose, to determine the constitutive relation-

ship (13), we do not need to actually determine such a
parametrization of the 2-box model, but we can proceed

directly by integrating Eq. (1). The 2-box model is intended
here as a device to interpret our results, and to draw a

connection with the literature.

Another common measure of thermodynamic imbalance
is the material entropy production in the process of down-

gradient heat transport. In case of the 2-box model,

assuming that the rate of irreversible heat transfer between

two heat baths is J ¼ k̂D̂T , the rate of entropy production
can be expressed as (de Groot and Mazur 1969):

_̂Smat ¼ J
1

T̂H

" 1

T̂L

! "
# k̂ðT̂ÞðD̂T=T̂Þ2: ð14Þ

This approximation of the entropy production is a diag-
nostic quantity for the 2-box model, and it provides an

alternative to DT̂ for the definition of a climatic constitu-

tive relationship similar to (13). Concerning the dynamics

restricted to the heteroclinic orbit, _̂Smat # _Smat to a very

good approximation, the material entropy production in the
1d EBM being defined (Paltridge 1978; Grassl 1981) as:

_Smat ¼ A

Zp=2

0

d/ cosð/Þkð/; TÞðT/=TÞ2; ð15Þ

where A is the surface of the globe.

3.2 Finding unstable solutions: edge tracking

In order to determine the constitutive relationship (13), we

need to find the unstable states. As mentioned before, one

approach would be through solving the relevant boundary
value problem. Another approach is to consider the

unstable climate as the solution of an initial value problem.

When the objective is to find an attracting steady state, an
attractor, choosing initial conditions is usually straightfor-

ward. In contrast, an unstable state does not have a basin of

attraction, only a measure zero set of initial conditions
would converge to it, which initial conditions in fact con-

sist of the stable manifold of the unstable state; even close-

by initial conditions to the stable manifold will be repelled
upon unconstrained forward-integration of the governing

differential equations. Nevertheless, when e.g. the unstable

state is due to bistability, a straight line in a possibly high-

dimensional phase space—that connects two initial points
that lead to different attractors—intersects the stable mani-

fold (a surface) with probability one. An efficient numerical

technique, called ‘edge tracking,’ which involves the brac-
keting of the said intersection point with the stable manifold

will be our choice for finding unstable states. It was first

proposed and applied for finding unstable solutions of shear
flow problems—referred to as edge states—by Skufca et al.

(2006), and is described in more detail by Madré (2011). The

main objective of this paper is to describe this technique in
detail and demonstrate its applicability to a geophysical

system, namely, the Ghil–Sellers 1d EBM described in Sect.

2. We wish also to summarize practical considerations
regarding the algorithm, such as its robustness, efficiency,

and accuracy, with a view to applying the technique to more

complex climate models.
Before a detailed description of the edge tracking

technique, we give a brief illustration of it based on the

schematic in Fig. 2, where the evolution of the unstable
state is represented by the dashed line. To track an unstable

state by forward-integration, the integration has to be

repeatedly stopped and reinitialized, because the numerical
trajectory is repelled from the unstable state. This situation

is shown in Fig. 2, where pairs of bracketing trajectories,
drawn out by solid lines, diverge from the dashed line. In

case of a 0d EBM we have a simple picture of this

behavior: the unstable equilibrium is situated on top of a
potential barrier, at the local maximum of the double-well

potential function (which may be forced to vary over time),

and the solid lines would evolve towards the bottom of one
of the potential wells.

Still with a reference to the schematic in Fig. 2, when

two trajectories are initialized on the two sides of the

Fig. 2 Schematic illustration of the edge tracking algorithm. The
dashed line represents the evolution of the unstable state TUðtÞ in
terms of a scalar bulk quantity (the symbol T refers to the intuitive
spatially averaged temperature), and pairs of bracketing trajectories
drawn by solid lines are shown to diverge from it. Vertical straight
lines mark the times of reinitialization, explained in the main text.
Note that the divergence of the trajectories is blown up for
visualization to exceed the variance of the unstable state,
e2 [ var½TUðtÞ', whereas the opposite, e2\var½TUðtÞ', is necessary
for a good signal-to-noise ratio for resolving TUðtÞ
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by coarse-graining, in order to arrive at a finite DOF model.

This is a top-down approach to diagnosing complex mod-
els, as proposed by Lucarini et al. (2011), or to creating a

climate model hierarchy, described in detail by Ghil (2001)

and Saltzman (2002).
An extreme form of coarsegraining of this system would

eliminate the spatial dependence by global averaging. This

would lead to the much studied 0d EBMs. A less extreme
form of coarsegraining could be achieved by averaging

separately over high and low latitudes. This is a common
practice in order to establish a minimal model that is capable

of resolving global transport properties. A paradigmatic

example of such a model, although as a product of a bottom-
up approach in this particular case, is Stommel’s box model

of the thermohaline circulation of the oceans (Stommel

1961; Dijkstra 2005). This conceptual model involves vari-
ables representing the average temperature and salinity of the

ocean at low and high latitudes, modeled as reservoirs or

‘boxes’, between which heat and material (salt) is exchanged
in proportion with their difference in temperature and

salinity. The intensity of transports are also controlled by the

ocean dynamics in reality, which is crudely represented by
parametrizations involving conductivity coefficients. This

picture is straightforwardly transferable to the atmospheric

dynamics of our interest. Here we consider a 2-box or 2 DOF
model (due to the symmetry to the equator) given by the

following two equations:

ĉL
_̂TL ¼ fLðT̂L; T̂HÞ ¼ $k̂ðT̂L $ T̂HÞ

þ lQL½1$ âLðT̂LÞ'
$ r̂LT̂4

L ½1$ m tanhðc3T̂6
LÞ';

ð7aÞ

ĉH
_̂TH ¼ fHðT̂L; T̂HÞ ¼ k̂ðT̂L $ T̂HÞ

þ lQH ½1$ âHðT̂HÞ'
$ r̂HT̂4

H ½1$ m tanhðc3T̂6
HÞ';

ð7bÞ

where T̂L and T̂H represent the average temperatures at low

and high latitudes, respectively. On the right-hand-sides,
we choose the same functional forms for the radiative

terms as in the 1d EBM, so as to express the same physics.

(This is indeed the practice also when deriving a 0d EBM).
The terms representing heat transport, identical in the two

Eqs. (7a) and (7b) except for a change of sign, are not

obtained at this level of the coarsegraining by a numerical
discretization scheme for differentiation, but rather it is

modeled as the heat transport between two heat baths

between which the temperature varies linearly along the
length of the conducting 1-dimensional medium. The

transport terms realize a coupling between the two equa-

tions. The parameters of the model do not depend on the
latitude; we will specify them after a more general dis-

cussion of the model.

In the 2-box model the bistability is preserved, and
therefore there exist two branches of a heteroclinic trajectory

in the phase plane, linking the unstable saddle-type fixed

point with the two stable node-type fixed points. A relatively
strong coupling causes trajectories which are initialized well

between T̂W and T̂C to be quickly attracted to the hetero-
clinic trajectory, ‘landing’ on it at a point not far from the

initial T̂0, for which reason the heteroclinic trajectory con-
stitutes a 1-DOF backbone of the transient dynamics. The

evolution along this unique trajectory can be described by a

1-DOF model, in terms of either T̂L or T̂H , or derived

variables, such as e.g. the average T̂ ¼ ðT̂L þ T̂HÞ=2 or the

difference DT̂ ¼ T̂L $ T̂H . The latter two together are

defined by a nondegenerate transformation of variables. The

respective model equations read as follows:
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Fig. 1 Temperature versus latitude profiles (a), being the stationary
solutions of Eq. (1), and corresponding (color-matching) albedo
(b) and (specific) heat transport rate profiles (c). The unstable
temperature profile between the two stable ones, represented by
hollow circle markers, was determined by the edge tracking procedure
to be described in detail in Sect. 3.2. The green solid line shows a
reference numerical solution obtained by a boundary value problem
solver, Matlab’s bvp4c
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is to the Arctic with summer sea-ice loss likely to occur long
before (and potentially contribute to) GIS melt. Tipping ele-
ments in the tropics, the boreal zone, and West Antarctica are
surrounded by large uncertainty and, given their potential
sensitivity, constitute candidates for surprising society. The
archetypal example of a tipping element, the THC appears to be
a less immediate threat, but the long-term fate of the THC under
significant warming remains a source of concern (99).

The Prospects for Early Warning
Establishing early warning systems for various tipping elements
would clearly be desirable, but can !crit be anticipated before we
reach it? In principle, an incipient bifurcation in a dynamical
system could be anticipated (100), by looking at the spectral
properties of time series data (101), in particular, extracting the
longest system-immanent timescale (") from the response of the
system to natural variability (102). Systems theory reveals (Fig.
2A) (i) that those tipping points that represent a bifurcation are
universally characterized by "3 ! at the threshold, and (ii) that
in principle " could be reconstructed through methods of time
series analysis. Hence a ‘‘degenerate fingerprinting’’ method has
been developed for anticipating a threshold in a spatially ex-
tended system and applied to the detection of a threshold in the
Atlantic THC, by using time series output from a model of
intermediate complexity (102) (Fig. 2B).

These studies reveal that if a system is forced slowly (keeping
it in quasi-equilibrium), proximity to a threshold may be inferred
in a model-independent way. However, if the system is forced
faster (as is probably the case for the THC today), a dynamical
model will also be needed. Even if there is no bifurcation,
determining " is still worthwhile because it determines the
system’s linear response characteristics to external forcing, and
transitions that are not strictly bifurcations are expected to
resemble bifurcation-type behavior to a certain degree. For
strongly resource-limited ecosystems that show self-organized
patchiness, their observable macrostructure may also provide an
indication of their proximity to state changes (103).

If a forewarning system for approaching thresholds is to
become workable, then real-time observation systems need to
be improved (e.g., building on the Atlantic THC monitoring at
26.5°N). For slow transition systems, notably ocean and ice
sheets, observation records also need to be extended further
back in time (e.g., for the Atlantic beyond the "150-year SST
record). Analysis of extended time series data could then be
used to improve models (104), e.g., an effort to determine the
Atlantic’s " and assimilate it into ocean models could reduce
the vast intra- and intermodel (44) spread regarding the
proximity to a tipping point (102).

Conclusion
Society may be lulled into a false sense of security by smooth
projections of global change. Our synthesis of present knowledge
suggests that a variety of tipping elements could reach their
critical point within this century under anthropogenic climate
change. The greatest threats are tipping the Arctic sea-ice and
the Greenland ice sheet, and at least five other elements could
surprise us by exhibiting a nearby tipping point. This knowledge
should influence climate policy, but a full assessment of policy
relevance would require that, for each potential tipping element,
we answer the following questions: Mitigation: Can we stay clear
of !crit? Adaptation: Can F̂ be tolerated?

The IPCC provides a thorough overview of mitigation (105)
and adaptation (106) work upon which such a policy assess-
ment of tipping elements could be built. Given the scale of
potential impacts from tipping elements, we anticipate that
they will shift the balance toward stronger mitigation and
demand adaptation concepts beyond incremental approaches
(107, 108). Policy analysis and implementation will be ex-

tremely challenging given the nonconvexities in the human-
environment system (109) that will be enhanced by tipping
elements, as well as the need to handle intergenerational
justice and interpersonal equity over long periods and under
conditions of uncertainty (110). A rigorous study of potential
tipping elements in human socioeconomic systems would also
be welcome, especially to address whether and how a rapid
societal transition toward sustainability could be triggered,
given that some models suggest there exists a tipping point for
the transition to a low-carbon-energy system (111).

It seems wise to assume that we have not yet identified all
potential policy-relevant tipping elements. Hence, a systematic
search for further tipping elements should be undertaken,
drawing on both paleodata and multimodel ensemble studies.
Given the large uncertainty that remains about tipping ele-
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Fig. 2. Method for estimating the proximity to a tipping point. (A) Schematic
approach: The potential wells represent stable attractors, and the ball, the
state of the system. Under gradual anthropogenic forcing (progressing from
dark to light blue potential), the right potential well becomes shallower and
finally vanishes (threshold), causing the ball to abruptly roll to the left. The
curvature of the well is inversely proportional to the system’s response time "
to small perturbations. ‘‘Degenerate fingerprinting’’ (102) extracts " from the
system’s noisy, multivariate time series and forecasts the vanishing of local
curvature. (B) Degenerate fingerprinting ‘‘in action’’: Shown is an example for
the Atlantic meridional overturning circulation. (Upper) Overturning strength
under a 4-fold linear increase of atmospheric CO2 over 50,000 years in the
CLIMBER-2 model with weak, stochastic freshwater forcing. Eventually, the
circulation collapses without early warning. (Lower) Overturning replaced by
a proxy of the shape of the potential (as in A). Although the signal is noisier
in Lower than it is in Upper, it allows forecasting of the location of the
threshold (data taken from ref. 102). The solid green line is a linear fit, and the
dashed green lines are 95% error bars.
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by coarse-graining, in order to arrive at a finite DOF model.

This is a top-down approach to diagnosing complex mod-
els, as proposed by Lucarini et al. (2011), or to creating a

climate model hierarchy, described in detail by Ghil (2001)

and Saltzman (2002).
An extreme form of coarsegraining of this system would

eliminate the spatial dependence by global averaging. This

would lead to the much studied 0d EBMs. A less extreme
form of coarsegraining could be achieved by averaging

separately over high and low latitudes. This is a common
practice in order to establish a minimal model that is capable

of resolving global transport properties. A paradigmatic

example of such a model, although as a product of a bottom-
up approach in this particular case, is Stommel’s box model

of the thermohaline circulation of the oceans (Stommel

1961; Dijkstra 2005). This conceptual model involves vari-
ables representing the average temperature and salinity of the

ocean at low and high latitudes, modeled as reservoirs or

‘boxes’, between which heat and material (salt) is exchanged
in proportion with their difference in temperature and

salinity. The intensity of transports are also controlled by the

ocean dynamics in reality, which is crudely represented by
parametrizations involving conductivity coefficients. This

picture is straightforwardly transferable to the atmospheric

dynamics of our interest. Here we consider a 2-box or 2 DOF
model (due to the symmetry to the equator) given by the

following two equations:

ĉL
_̂TL ¼ fLðT̂L; T̂HÞ ¼ $k̂ðT̂L $ T̂HÞ

þ lQL½1$ âLðT̂LÞ'
$ r̂LT̂4

L ½1$ m tanhðc3T̂6
LÞ';

ð7aÞ

ĉH
_̂TH ¼ fHðT̂L; T̂HÞ ¼ k̂ðT̂L $ T̂HÞ

þ lQH ½1$ âHðT̂HÞ'
$ r̂HT̂4

H ½1$ m tanhðc3T̂6
HÞ';

ð7bÞ

where T̂L and T̂H represent the average temperatures at low

and high latitudes, respectively. On the right-hand-sides,
we choose the same functional forms for the radiative

terms as in the 1d EBM, so as to express the same physics.

(This is indeed the practice also when deriving a 0d EBM).
The terms representing heat transport, identical in the two

Eqs. (7a) and (7b) except for a change of sign, are not

obtained at this level of the coarsegraining by a numerical
discretization scheme for differentiation, but rather it is

modeled as the heat transport between two heat baths

between which the temperature varies linearly along the
length of the conducting 1-dimensional medium. The

transport terms realize a coupling between the two equa-

tions. The parameters of the model do not depend on the
latitude; we will specify them after a more general dis-

cussion of the model.

In the 2-box model the bistability is preserved, and
therefore there exist two branches of a heteroclinic trajectory

in the phase plane, linking the unstable saddle-type fixed

point with the two stable node-type fixed points. A relatively
strong coupling causes trajectories which are initialized well

between T̂W and T̂C to be quickly attracted to the hetero-
clinic trajectory, ‘landing’ on it at a point not far from the

initial T̂0, for which reason the heteroclinic trajectory con-
stitutes a 1-DOF backbone of the transient dynamics. The

evolution along this unique trajectory can be described by a

1-DOF model, in terms of either T̂L or T̂H , or derived

variables, such as e.g. the average T̂ ¼ ðT̂L þ T̂HÞ=2 or the

difference DT̂ ¼ T̂L $ T̂H . The latter two together are

defined by a nondegenerate transformation of variables. The

respective model equations read as follows:
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Fig. 1 Temperature versus latitude profiles (a), being the stationary
solutions of Eq. (1), and corresponding (color-matching) albedo
(b) and (specific) heat transport rate profiles (c). The unstable
temperature profile between the two stable ones, represented by
hollow circle markers, was determined by the edge tracking procedure
to be described in detail in Sect. 3.2. The green solid line shows a
reference numerical solution obtained by a boundary value problem
solver, Matlab’s bvp4c
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